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Foreword

The birth of livestock genomics 15 years ago was inspired by the human genome initia-
tive and the potential for capturing both its technologies and massive comparative data
sets for application to livestock species, most of which are mammals. We are currently
reaping the benefits of these efforts, with sequencing projects completed or ongoing in
chickens, cattle, pigs, and horses and valuable mapping resources developed for others
such as sheep and turkeys. Traits of economic and physiological significance are being
mapped, and underlying genes are being discovered. The biological diversity of species
used in aquaculture, however, presents a unique set of problems to genomic studies,
both in technology development and in the application of genomic information to food
production. A book that captures the status of genomic technologies as applied to
aquaculture species and the rapid state of advancement of genomics of some of the
principal species is a welcome addition to the animal genomics literature.

Species used in aquaculture span both the vertebrate and invertebrate arms of the
animal kingdom and incorporate a range of issues related to genome size, genome
redundancy, and a variety of reproductive strategies. With the exception of the bony
fishes that should benefit from the advanced genomics of zebra fish and puffer fish,
aquaculture genomics will not have the direct benefit of extensive comparative
genomic data sets provided by the human genome project to mammalian genetics and
surprisingly, also to the chicken genome. Nonetheless, technologies for developing
DNA markers, linkage and physical maps, and transcription profiling tools are uni-
versal and DNA sequencing is now being discussed in terms of a few thousand dollars
per Gb in the not too distant future. Efforts to develop tools, make maps, and ulti-
mately sequence genomes of aquaculture species will not only be rewarded by
improved health and productivity of important food sources but in defining the biol-
ogy underlying the genomic and physiological diversity that make these species daunt-
ing targets for genetic studies in the first place.

A surprising wealth of tools has already been generated for genome mapping and
functional studies in many of the species used in aquaculture. With the potential for
sequencing on the horizon, the future is bright for aquaculture genomics. As a mam-
malian geneticist who thoroughly enjoys a day of sport fishing or a seafood platter,
I am delighted with the progress and prospects reported in this book.

James E. Womack, Distinguished Professor
Texas A&M University
College Station, TX



Preface

The completion of the Human Genome Project inspired the entire world and trig-
gered the start of a genomics revolution. Accompanying this revolution was a com-
plete change in the way science was conducted in the field of life sciences. Without
exception, the waves produced by the genome revolution are now having a tremen-
dous impact on aquaculture genomics and aquaculture genetics in general. As
recently as 10 years ago, there were no large-scale aquaculture genome projects in the
entire world! The first Aquaculture Genome Workshop held in Dartmouth, Massa-
chusetts in the fall of 1997 could be regarded as the official start of aquaculture
genomics. Today it is a reality that the entire genomes of several important aquacul-
ture species are on the verge of being sequenced. This raises new challenges for aqua-
culture geneticists, breeders, and fisheries managers regarding how to best use the
huge amount of genomic information now available, and how to master and apply
continuously changing genome technologies to aquaculture and fisheries.

The purpose of this book is to provide a snapshot of genome technologies from the
perspectives of aquaculture and fisheries scientists, and to provide a textbook suitable
for students majoring in agricultural sciences. I feel that there are several compelling
reasons for producing such a book. First, while it is easy to find genomics books these
days, it is rare to find books providing enough background information of the basic
principles and concepts underpinning genome technologies. My background was in
agriculture, but I have spent most of my recent career on basic genome research. My
own experience plus that gained through teaching a graduate course on agricultural
genomics suggested that in order to effectively grasp the key issues of genomics, an
understanding of genome technologies is essential. Such an understanding can be
gained much more effectively if the basic principles behind these technologies are
clearly explained, because many students may have not systematically taken courses
in molecular biology, genetics, biochemistry, bioinformatics, etc. Second, most
genomics books take a pure genomics approach using classical model species
examples without consideration of potential applications of genome technologies in
practical settings. There is a great gap to be bridged in the understanding of how basic
genomics is to be used beyond the area of human health. This book provides a thor-
ough overview of genome technologies and their applications in aquaculture and fish-
eries. Third, aquaculture and fisheries species have unique biological characteristics
that demand modification or adaptation of existing genome technologies. Although
no chapters of this book describe novel genome technologies that have originated
from or are unique to aquaculture or fisheries species, almost every chapter deals with
how genome technologies can be used for aquaculture and fisheries, or for agricul-
tural sciences in general.

This book contains 29 chapters written by well-known scientists from all over the
world. Their enriched experience in both genomics and aquaculture and fisheries
allowed them to provide discussions of genome technologies with unique angles
that will prove to be most helpful for academic professionals, research scientists, and
graduate and college students in agriculture, as well as for students of aquaculture
and fisheries. In spite of its focus on aquaculture and fisheries, this book should be
suitable as well for students in animal sciences, poultry science, agronomy, horticulture,

xi



xii  Preface

entomology, and plant pathology. I completely share the sentiments of one contribu-
tor, Dr. Eric Hallerman from Virginia Tech, as he wrote in one of his e-mails to me:
“This chapter ended up being more demanding, but more rewarding to produce than
I had anticipated. I ended up learning a lot, which is in part why I agreed to do the
work. (Yes, teaching students was the major motivator).” Teaching students more
effectively was similarly my major motivation and passion through the long process of
assembling this book.

This book is divided into five parts. In Part 1, Marking Genomes, concepts, prin-
ciples, and applications of various DNA marker technologies are presented. In Part 2,
Mapping Genomes, various genome-mapping techniques are presented including
genetic linkage mapping, QTL mapping, physical mapping, radiation hybrid mapping,
and comparative mapping. In addition, the principles and applications of marker-
assisted selection are presented. Topics in Part 3, Analysis of Genome Expression and
Function, include EST analysis, microarrays, environmental genomics, and functional
genomics. Part 4 should have been entitled Sequencing the Aquaculture Genomes,
but because no genomes of aquaculture species have been sequenced, it is entitled
Preparing for Genome Sequencing. This part discusses existing sequencing technolo-
gies that brought us to where we are, and the emerging sequencing technologies that
will lead us into the future. Nonetheless, strategies for sequencing the genomes of
aquaculture species are also discussed in this part. In the last part, Part 5, Dealing with
the Daunting Genomes of Aquaculture Species, the unique biology and characteris-
tics of aquaculture genomes are illustrated through a few examples such as the dupli-
cated fish genomes, complexities involved in functional studies of paralogous genes,
the enormously high fecundity and segregation distortion of oysters, and extremely
high polymorphism in oysters as well as other bivalve species. Not only are such
unique features presented in relation to genome technologies, but potential solutions
are also provided, supplying researchers with potential shortcuts to avoid having to
struggle through these problems again.

I would like to thank all of the chapter contributors who are truly experts in aqua-
culture genomics. Their willingness to share their knowledge and expertise made this
book possible. I am honored to have one of the most prestigious genome scientists in
the world working in the area of livestock genomics, Dr. James Womack, a member of
the National Academy of Sciences USA from Texas A&M University, to write the
Foreword for this book. I am grateful to my students Eric Peatman, Peng Xu, Shaolin
Wang, and Jason Abernathy, and my colleague Dr. Huseyin Kucuktas who helped in
proofreading some of the chapters. I have had a year of pleasant experience interact-
ing with Erica Judisch, Editorial Assistant for Blackwell Publishing Professional, and
Justin Jeffryes, Commissioning Editor for Plant Science, Agriculture, and Aquacul-
ture with Blackwell Publishing Professional. Finally, I must thank the two most
important women in my life, my mother Youzhen Wang and my wife Dongya Gao; the
former inspires me to succeed, while the latter makes sure I do succeed.

Zhanjiang (John) Liu
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Chapter 1
Concept of Genomes and Genomics

Zhanjiang Liu

When searching for the basic concept of genomics, one may find numerous definitions
such as:

* The study of genes and their functions

* The study of the genome

* The molecular characterization of all the genes in a species

* The comprehensive study of the genetic information of a cell or organism

* The study of the structure and function of large numbers of genes simultaneously
* etc., etc.

In order to have a good concept of genomics, let us first explore the concept of
genome, and its relationship to genome expression and genome functions.

The Concept of Genome and Genomics

The term genome is used to refer to the complete genetic material of an organism.
Strictly speaking, the genetic material of an organism includes the nuclear and mito-
chondrial genomes for plants and animals, and also chloroplast genomes for plants.
Since the mitochondrial and chloroplast genomes are small and contain only a limited
number of genes, the focus of genome research is on the nuclear genome. Hence,
I'will limit this chapter largely to the nuclear genome.

Let us define genomics in its narrowest sense using the genetic central dogma
(Figure 1.1) where in most cases, deoxyribonucleic acid (DNA) is transcribed into
ribonucleic acid (RNA), and RNA is translated into proteins. Although genetic infor-
mation is stored in DNA, it cannot be realized without being transcribed into the inter-
mediate molecules RNA, which with a few exceptions, must be translated into proteins
in order to have biological functions. Thus, the entire DNA content of an organism is
called the genome; the entire RNA world of an organism is called its transcriptome, and
the entire protein content of the organism is called its proteome. The science of study-
ing the genome is called genomics; the science of studying the transcriptome is called
transcriptomics; and the science of studying the proteome is called proteomics. In spite
of such divisions, the term genomics often is used to cover not only this narrow sense of
genomics, but also transcriptomics, and in some cases proteomics as well.

Genomics can be divided into structural genomics, which studies the structures,
organization, and evolution of genomes, and functional genomics, which studies
expression and functions of the genomes. Since genome functions are reflected in the
transcripts and proteins that the transcripts encode, genomics must also study the
transcriptome and the proteome.
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DMNA NN Genome Genomics
RNA l Transcriptome Transcriptomics
Protein ey Proteome Proteomics

Figure 1.1. The concept of genome and genomics in relation to the genetic central dogma.
The entire DNA content of an organism (the genome) is transcribed into RNA (the entire
RNA content of the organism is called the transcriptome), and the RNA is translated into pro-
teins (the proteome). Genomics, transcriptomics, and proteomics are sciences that study the
genome, transcriptome, and proteome, respectively.

It must be pointed out that while the genome is relatively stable in an organism in
most cell types with the exception of gene rearrangements in immune-related cell types,
the transcriptome is highly dynamic. The types of transcripts and their relative levels of
expression are highly regulated by tissue specificity, developmental stage, physiological
state, and the environment. For instance, if an organism has 25,000 genes, not all genes
are expressed in every type of cell. Those genes required for the basic cell structure and
functions are probably expressed in all tissues, organs, and cell types; whereas each cell
type expresses a subset of the genes specific for that cell type. Many genes are expressed
throughout development, but certain genes are expressed only at a specific develop-
mental stage. Physiological state can affect gene expression in a fundamental and dra-
matic way. For instance, gonadotropin genes are expressed only in the pituitary and
gonad, and expressed highly during spawning seasons of the reproductive cycle in fish.
The environment can insert its effect on gene expression in multiple dimensions. Tem-
perature, pH, water quality, stress, dissolved oxygen, and many other environmental
factors can induce or suppress expression of a large number of genes.

In addition to the dynamic nature of the transcriptome, variation of the transcrip-
tome can also be brought about by production of alternative transcripts by the same
set of genes. It is now widely believed that the complexity of the transcriptome is
much larger than the genome because of alternative transcripts. The largest propor-
tion of alternative transcripts is produced by alternative splicing where a single gene is
transcribed into heterogeneous nuclear mRNA (hnRNA); through splicing, more
than one mRNA molecule is produced, leading to the phenomenon that introns of
one transcript may be exons of another. The second mechanism for the generation of
alternative transcripts is through the use of alternative promoters. In a single gene,
more than one promoter can be functional leading to the generation of different, but
related transcripts. In addition, use of differential polyadenylation sites can also lead
to the generation of alternative transcripts. Therefore, it is widely believed that the
information stored in the genome is amplified and diversified at the transcriptome
level. The genetic information is further amplified and diversified at the protein level.
Though each transcript may only encode one protein, the primary protein may be dif-
ferentially processed to produce more than one active polypeptide; posttranslational
glycosylation, acetylation, phosphorylation, and other modifications can result in a
much larger complexity leading to drastically different biological functions. Even
highly related gene products may encode proteins leading to absolutely opposite bio-
logical functions. For instance, an interleukin-1 Type II receptor is a decoy target for
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IL-1, whose binding to interleukin 1 intercepts the function of interleukin 1. There-
fore, the genetic central dogma is correct in terms of the basic flow of genetic infor-
mation, and the capacities of the primary functions of transcription and translation,
while much larger complexities result from amplification and diversification of the
same set of genetic material, lead to the generation of biologically different mole-
cules. Such differences in biological molecules, when considered for the various com-
binations of many genes, can result in numerous biological outcomes.

As a new branch of science, genomics has its own defined scope of study, its own box
of tool kits, and its own unique set of approaches. It is different from traditional molec-
ular genetics which looks at single genes, one or a few genes at a time. Genomics is try-
ing to look at all of the genes as a dynamic system, over time, to determine how they
interact and influence biological pathways, networks, physiology, and systems in a
global sense. Genome technologies, the focus of this book, have been developed to cope
with the global scope of tens of thousands of genes as a snapshot. Much like dealing with
a globe, landmarks (or as we have called them molecular markers) are needed to mark
the position within the huge genome. Genetic and physical maps have been developed
to understand the structure and organization of genomes, and to understand genomic
environs and genome evolution in relation to genome expression and function. Specific
approaches have been developed to cope with the large number of genes, regardless if
it is for gene discovery, cloning and characterization, or for analysis of gene expression.
Thus large-scale analysis of expressed sequence tags using highly normalized comple-
mentary DNA (cDNA) libraries allows rapid gene discovery and cloning in the scale of
tens of thousand of genes. Such operations have also been supported by other genome
technologies such as powerful automated sequencing to allow gene discovery and iden-
tification in a streamlined industrial fashion. Expression of genes is determined in an
entire genome scale, or sometimes referred to as genome expression, to relate complex
regulation of genes to their functions in terms of systems biology. Expression of tens of
thousands of genes can be monitored simultaneously and continuously, allowing their
interactions and networking to be detected. Signal transduction is no longer “behind
the scene” molecular events, but can be observed with clustering of co-regulated gene
expression under specific development, physiology, or environmental conditions. Genes
and their functions are studied much in terms of their sociology, networking, and inter-
actions, rather than looking at one or a few genes at a time, as conducted by traditional
molecular biology. Such operations demand the development of very powerful gene
expression analysis such as microarray technologies. Such technological advances allow
the generation of tremendously large data sets that have been beyond the comprehen-
sion capacities of biologists. Assistance is needed from all areas of biology, and more so
from disciplines outside biology that can handle large amounts of information. Com-
puter sciences and mathematics are among the first disciplines genomics has demanded
cooperation from. While handling large data sets from the genome, genome expression,
and genome function, much confusion has emerged regarding whether the observed
phenomenon is real or if it is just a fluctuation of the systems biology. As such, statisti-
cians are also called upon to join computer scientists, mathematicians, and the biolo-
gists. Because these scientists speak different languages (e.g., English for one group,
French for the second, Chinese for the next, and so on), understanding all of the lan-
guages and being able to function among these different disciplines is becoming the
goal of a large group of scientists who define themselves as bioinformaticians working in
the new area of bioinformatics. It is clear that genomics cannot be a science without
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bioinformatics. Clearly, the definition of genomics is becoming more complex with this
discussion. Now, you can certainly come up with your own definitions.

The excitement and success of genomics has brought the emergence of numerous
‘—omics’ sciences (http://genomicglossaries.com/content/genomics_glossary.asp). Sub-
branches of genomics are emerging in large numbers. The following list includes some
of those subbranches:

agricultural genomics
applied genomics
behavior genomics
biochemical genomics
chemogenomics

clinical genomics
combinatorial genomics
comparative genomics
computational genomics
deductive genomics
ecotoxicogenomics
environmental genomics
evolutionary genomics
forward genomics
functional genomics
immunogenomics

intergenomics

inverse genomics
lateral genomics
nanogenomics
network genomics
oncogenomics
pharmacogenomics
phylogenomics
physiological genomics
population genomics
predictive genomics
reverse genomics
structural genomics
toxicogenomics
translational genomics
and so on

* industrial genomics

Cells, Nucleus, Chromosomes, Genomes, and Genomic DNA

Genomes can exist in various forms. A genome can be either RNA or DNA, single-
stranded or double-stranded. For example, the human immunodeficiency virus (HIV) is
a retrovirus whose genome contains a single-stranded RNA molecule. However, such
unusual genomes are mostly found within viruses and bacteriophages. In prokaryotes
such as bacteria, by definition they do not have a nucleus; the genomes are made
up with double-stranded DNA in either circular or linear forms. For instance, the
Escherichia coli genome is made of a single circular DNA molecule, whereas
the genome of Borrelia burgdorferi is composed of a linear chromosome approximately
one megabase (million base) in size. Eukaryotic genomes contain two or more linear
molecules of double-stranded DNA in the form of chromosomes.

Within each eukaryotic cell, there is a nucleus in which chromosomes are located.
Individual species harbor a fixed number of chromosome pairs (2n) with fixed shapes,
sizes, and centromere location. These chromosome morphologies are commonly
known as the karyotypes. All somatic cells in a diploid organism harbor identical
chromosome pairs that are randomly shared into a single chromosome set during
meiosis to produce eggs and sperms. Upon fertilization of an egg (n) by a sperm (n),
the embryo recovers the diploid state with two sets of chromosomes.

Chromosomes are threadlike structures containing genes and other DNA in the
nucleus of a cell. Different kinds of organisms have different numbers of chromosomes.
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Humans have 46 chromosomes—44 autosomes and 2 sex chromosomes. Each parent
contributes one chromosome to each pair, so children get half of their chromosomes
from their mothers and half from their fathers. This is important in sexual reproduction
where the gametes (i.e., sperms and eggs) are haploid cells, and upon fertilization of an
egg by a sperm, the embryo recovers the diploid state. The number of chromosomes is
usually constant for each organism, but may vary greatly from species to species. For
instance, the fruit fly Drosophila melanogaster has four chromosomes whereas
Ophioglossum reticulatum, a species of fern, has the largest number of chromosomes
with more than 1,260 (630 pairs). The minimum number of chromosomes found in a
species occurs in a species of ant, Myrmecia pilosula, in which females have one pair of
chromosomes and males have just a single chromosome. This species reproduces
through a process called haplodiploidy, in which fertilized eggs (diploid) become
females, while unfertilized eggs (haploid) develop into males.

Each chromosome is a portion of the genome and all the chromosomes compose the
entire genome. Although all chromosomes maintain their own integrity, they each can
be viewed as a segment of the genome. The total length of genomic DNA thus is equal
to the sum of all chromosomal DNA. In their natural existence, the physical pieces of
DNA in each cell are equal to the number of chromosomes. It must be emphasized that
such entire chromosomal DNA is essentially impossible to obtain for routine molecular
analysis. Chromosomal DNA is randomly broken during genomic DNA extraction even
under the most sophisticated preparation by the most skilled researchers. Most often,
millions of cells are used in a single DNA extraction. Therefore, genomic DNA used
in molecular analysis represents multiple copies of the genome with multiple overlapp-
ing segments, simply because the breakage points are random and different in each
cell genome.

Genome Sizes

Genome sizes of organisms vary greatly, spanning a range of almost 100,000 fold. The
bacterial genomes are commonly at the range of a million base pairs (Mbp), while the
largest animal genome reported to date is 133 picograms (pg) (or about 1.3 X 10!
base pairs; 1 pg DNA =1 X 10712 g = 978 Mbps) for a species of lungfish, Protopterus
aethiopicus, which is some 40 times larger than the human genome, followed by a
number of amphibians, Necturus lewisi and N. punctatus at 120 pg, Necturus maculosus
and Amphiuma means and the lungfish Lepidosiren paradoxa, all at roughly 80 pg.
In general, the genome size is correlated with biological complexities, but many
exceptions exist. For instance, some plant species and amphibians can have very large
genomes, dozens of times larger than the human genome.

The largest teleost genome size is 4.4 pg in the masked Corydoras metae, and the
smallest teleost genome size is approximately 0.4 pg in several puffer fish of the family
Tetraodontidae. Fish as a whole have the largest ranges for genome sizes.

Crustaceans also have a wide range of genome sizes from 0.16 pg to 38 pg with an
average of 3.15 pg. The smallest crustacean genome size (0.16 pg) is in a water flea,
Scapholeberis kingii, and the largest crustacean genome size (38 pg) is in Hymenodora
sp., a deep-sea shrimp. The most important crustacean species for aquaculture involves
several major species of the shrimps. Their genome sizes are approximately 2.5 pg.
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The molluscan genome sizes are more uniform ranging from the smallest mollus-
can genome size of 0.4 pg in the owl limpet Lottia gigantean, to the largest molluscan
genome size of 5.9 pg in the Antarctic whelk Neobuccinum eatoni. Many aquacultured
shellfish belong to the molluscans. The most important of these species in aquacul-
ture include the oysters, such as the Pacific oyster (genome size 0.91 pg), the eastern
oyster (genome size 0.69 pg), and the scallops (genome size between 0.95 to 2.1 pg).

The size of the genome of an organism is a constant. However, the ploidy of organ-
isms varies. For instance, channel catfish are believed to be a diploid organism,
whereas most salmonid fish used in aquaculture are believed to be tetraploid. In culti-
vated wheat plants, various ploidies exist including diploid, tetraploid, and hexaploid.
In order to standardize the genome size so that they can be compared, genome sizes
are presented in C-values, which is the haploid genome size in picograms.

Several excellent databases exist for genome sizes. The Animal Genome Database
(http://genomesize.com/) is a comprehensive catalogue of animal genome size data.
It includes haploid genome sizes for more than 4,000 species including approximately
2,750 vertebrates and 1,315 invertebrates compiled from 5,400 records from more than
425 published sources (Gregory 2005; Animal Genome Size Database, http://www.
genomesize.com/). The Database Of Genome Sizes (DOGS) (http://www.cbs.dtu.dk/
databases/DOGS/) is also a very useful database that includes a number of links to
genome size and genome research resources such as the following:

e the Plant DNA C-Value Database (http://www.rbgkew.org.uk/cval/)

e the Genome Atlases for Sequenced Genomes (http://www.cbs.dtu.dk/services/
GenomeAtlas/)

e the DBA mammalian genome size database (http://www.unipv.it/webbio/dbagsdb.
htm)

* several other useful databases and resources.

Knowledge of genome size is not only important for genome studies in relation to
genome structure, organization, and evolution, but also for a number of practical rea-
sons such as genome mapping, physical mapping, and genome sequencing. As listed
in Table 1.1, the primary methods for the determination of genome sizes are Feulgen
densitometry (Hardie et al. 2002), flow cytometry, and Feulgen image analysis densit-
ometry (Lamatsch et al. 2000). These three methods account for over 81% of all
methods used for the estimation of genome sizes (Table 1.1). Readers with an interest
in methodologies for the determination of genome size are referred to the literature
list of the Animal Genome Size Database (http://www.genomesize.com/).

Number of Genes

The number of genes in a given organism is fixed, but discovering it is a daunting task.
For the best characterized human genome, the number of genes now is believed to
be approximately 25,000. In the 1980s, the number of human genes was believed to
be 100,000 to 125,000. In the early 1990s, the human genome was believed to include
80,000 genes. Although the final completion of the Human Genome Project was
celebrated in April 2003 and sequencing of the human chromosomes is essentially
“finished,” the exact number of genes encoded by the genome is still unknown. In
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Table 1.1. Methods and their frequencies used for the determination of genome sizes. The
table was adapted from the Animal Genome Size Database (http://www.genomesize.com/).

Percentage of methods

Number of used for genome size
Methods Abbreviation genomes determination
Feulgen Densitometry (FD) 2,480 45.93%
Flow Cytometry (FCM) 1,075 19.91%
Feulgen Image Analysis (FIA) 839 15.54%
Densitometry
Bulk Fluorometric Assay (BFA) 471 8.72%
Static Cell Fluorometry (SCF) 303 5.61%
Biochemical Analysis (BCA) 142 2.63%
Not Specified (NS) 63 1.17%
Ultraviolet Microscopy (UVM) 13 0.24%
Gallocyanin Chrom Alum (GCD) 11 0.20%
Densitometry
Complete Genome Sequencing (CS) 2 0.04%
Methyl Green Densitometry (MGD) 1 0.02%

2000 when the human genome project was originally declared as being completed, the
human genome was believed to contain 35,000 to 40,000 genes. Now in 2006, the
total number of human genes is believed to be around 25,000. Clearly, many of
the “gene-like” reading frames were proved not to be genes.

It could still take years before a truly reliable gene count can be assessed. The
uncertainty is derived from different methods used for the assessment of genes. Some
prediction programs detect genes by looking for distinct patterns that define where a
gene begins and ends. Other programs look for genes by comparing segments of
sequence with those of known genes and proteins. The first tends to overestimate,
while the second tends to underestimate, the gene count. No matter which programs
are used, the bottom line is that evidence to support a gene model has to come from
expression information. In spite of some 7 million Expressed Sequence Tags (EST)
obtained from humans, they cannot support all of the gene models yet because many
gene products have not been found. Although the ballpark range of the number of
human genes should not change dramatically, finer tuning for the total number of
genes is still expected.

The number of genes an organism has is correlated with the biological complexity
of the organism. With this belief, the number of human genes came as a shock to
many scientists because even the E. coli has 4,377 genes with 4,290 protein encoding
genes. Saying that we are only six times more complex than a bacteria is truly a humil-
iation to many, but it is probably worse to say that the human gene count is only one-
third greater than that of the simple roundworm C. elegans which has about 20,000
genes (Claverie 2001). Nonetheless, the unique number of gene products (proteins) is
likely correlated with biological complexities, though the absolute number of genes
may vary depending on the level of gene duplications. With such assumptions, it is
reasonable to believe that many fish genomes will have a similar number of unique
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genes as the human genome, but their total number of genes could even be slightly
larger, considering high levels of gene duplications in teleosts.

A basic understanding of the genome, genome size, the number of chromosomes,
and the number of genes is important before the start of a genome project. Not only
the efforts required to characterize the genome are affected by the genome size and
complexity, but also proper methodologies should be taken according to the circum-
stances as well.
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Restriction fragment length polymorphism (RFLP) markers (Botstein et al. 1980)
were regarded as the first shot in the genome revolution (Dodgson et al. 1997), mark-
ing the start of an entirely different era in the biological sciences. RFLP was the most
popular approach for analysis of genetic variation during the entire 1980s. As indi-
cated by its name, RFLP is based on deoxyribonucleic acid (DNA) fragment length
differences after digesting genomic DNA with one or more restriction enzymes. Most
typically, genomic DNA is digested by one or more restriction enzymes and separated
on an agarose gel. To adapt to further handling, the DNA in the gel must be trans-
ferred to a solid support such as nitrocellulose or nylon membranes. The specific
DNA locus with a potential fragment length difference is characterized by hybridiza-
tion to a probe, a radioactively labeled DNA or ribonucleic acid (RNA) molecule with
sequence similarities to the locus of interest. After hybridization, the nonspecific
probes must be washed away leaving only hybridized probes to the specific locus. The
membrane is then exposed to a piece of X-ray film for autoradiography to visualize
the DNA bands. In spite of its popularity, RFLP is able to detect only large shifts in
DNA fragment sizes. Therefore, it can detect only insertions and deletions of large
sizes, and the gain or loss of restriction sites. It is unable to detect the vast majority of
point mutations and deletions or insertions involving small-sized segments because of
its low resolution using agarose gel electrophoresis. As a result, polymorphic rates are
low at most loci. The efforts involved in RFLP marker development have been enor-
mous. RFLP attempts to detect genetic variation one locus at a time. The low poly-
morphic rates, when coupled with expensive and laborious processes, have made
application of RFLP limited. It should be particularly noted that RFLP requires pre-
vious genetic information, such as the availability of probes or sequence information;
information often not available for many fish or other aquaculture species.

In this chapter, technology advances leading to the development of RFLP, the prin-
ciples and molecular basis of RFLP, inheritance of RFLP, power of RFLP, strengths
and weaknesses of RFLP, and applications of RFLP for aquaculture genomics
research will be summerized.

Technology Advances Leading to the Development of RFLP

Two specific technological advances—the discovery and application of restriction
enzymes and the development of DNA hybridization—set the foundation for RFLP.
To comprehend and appreciate the principles of RFLP, it is necessary to have a good
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understanding of restriction enzymes and their applications, as well as that of DNA
hybridizations.

Restriction enzymes are also called restriction endonucleases, proteins produced
by bacteria that cleave DNA at specific sites along the molecule. In the bacterial cell,
restriction enzymes cleave foreign DNA, thus eliminating infecting organisms.
Restriction enzymes can be isolated from bacterial cells and used in the laboratory to
manipulate fragments of DNA. They are indispensable tools of recombinant DNA
technology or genetic engineering, as well as genomics.

It is generally believed that the biological function of restriction enzymes is to pro-
tect cells from foreign DNA. A bacterium uses a restriction enzyme to defend against
bacterial viruses called bacteriophages, or phages. When a phage infects a bacterium,
it inserts its DNA into the bacterial cell so that it might be replicated. The restriction
enzyme prevents replication of the phage DNA by cutting it into many pieces. Restric-
tion enzymes were named for their ability to restrict, or limit, the number of strains of
bacteriophage that can infect a bacterium. An obvious question that often arises is
why the restriction enzymes do not digest bacterial DNA. The answer is that the bac-
teria also harbor a set of defense weaponry containing so-called restriction enzyme
modification systems. Usually, organisms that make restriction enzymes also make a
companion modification enzyme (DNA methyltransferase) that protects their own
DNA from cleavage. These enzymes recognize the same DNA sequence as the
restriction enzyme they accompany, but instead of cleaving the sequence, they dis-
guise it by methylating one of the bases in each DNA strand.

To date, more than 10,000 bacteria species have been screened for the existence of
restriction enzymes; more than 2,500 restriction enzymes have been found with more
than 250 distinct specificities. Occasionally enzymes with novel DNA sequence speci-
ficities are still found, but most now prove to be duplicates (isoschizomers) of already
discovered specificities.

There are three classes of restriction enzymes, designated Type I, II, and III
(Table 2.1). Type I and III enzymes are similar in that both restriction and methy-
lase activities are carried out by one large enzyme complex, in contrast to the Type II
system, in which the restriction enzyme is independent of its methylase. Type II
restriction enzymes also differ from the other types in that they cleave DNA at spe-
cific sites within the recognition site; the others cleave DNA randomly, sometimes
hundreds of bases from the recognition sequence. Type II restriction enzymes are
endonucleases that cut DNA at specific sites, and are most useful for molecular biol-
ogy research.

Table 2.1. Classification of restriction enzymes and their characteristics.

Typel Type 11 (93%) Type 111
Restriction-methylase Homo-dimers, methylase Restriction-methylase
on the same subunit on a separate subunit on the same subunit
ATP-dependent Mg** dependent ATP-dependent

Binds to DNA recognition Recognize symmetric DNA Cut the DNA at the

site and cuts DNA sequences and cleave within recognition site and then
randomly—any DNA as the sequences dissociate from the DNA

long as it comes in contact
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Each restriction enzyme recognizes a short, specific sequence of nucleotide bases.
These regions are called recognition sequences and are randomly distributed
throughout the DNA. Different bacterial species make restriction enzymes that rec-
ognize different nucleotide sequences. Generally speaking, Type II restriction
enzymes recognition sites are palindromes. A palindrome read from both sides yields
the same sequence of characters (e.g., 121, IFFI, ABA). However, for a DNA
sequence, a palindrome refers to reading the sequence from both strands from 5'-3'.
For instance, the EcoR1 site is 5'-GAATTC-3’; and its complementary strand should
also read 5'-GAATTC-3'. Thus, most 4-8 base pair palindromes are likely restriction
sites. There are numerous commercial suppliers of restriction enzymes, such as New
England Biolabs, Amersham Pharmacia Biotech, Qiagen, Promega, Invitrogen, and
Stratagene, to name a few.

Restriction enzymes are named by using the first letter of the genus name and the
first two letters of the species name from which they were isolated. Often, additional
letters are used to designate the strains from which they were derived, or the chrono-
logical order in which the enzyme was isolated from the species. For example, the
enzyme EcoRlI is produced by Escherichia coli strain RY13; Pst 1 was isolated from
Providencia stuartii; Hind 111 was isolated from Haemophilus influenza, and Not 1 was
isolated from Norcardia otitidis-caviarum.

The odds or frequency of restriction enzymes digesting DNA depends on their
recognition sequences. The shorter the recognition sequences, the higher the cutting
frequency. Restriction enzymes have recognition sequences of 4, 6, or 8 base pairs.
Examples of 4-base pair (bp) cutters are Tag 1, Hpa 11, Msp I; examples of 6-bp cutters
are EcoR1, Hind 111, Bam H1, Pst 1, Sal I; and examples of 8-bp cutters are Not I and
Sfi 1. To date, many 4-bp cutters and 6-bp cutters are available, but the number of 8-bp
cutters is limited. In addition to these 4-, 6-, and 8-bp cutters, some restriction
enzymes have interrupted or ambiguous recognition sequences. For instance, Acc 1
has a recognition sequence of GT(at/gc)AC; Bgl I has a recognition sequence of GCC-
NNNNNGGC; and AfI III has a recognition sequence of ACPuPyGT. Restriction
enzymes with 4-bp recognition sequences digest DNA at a frequency of one per 4* =
256 bp; restriction enzymes with 6-bp recognition sequences digest DNA at a fre-
quency of one per 4% = 4,096 bp; restriction enzymes with 8-bp recognition sequences
digest DNA at a frequency of one per 4% = 65,536 bp. When genomic DNA is digested
with 4-, 6-, or 8-bp cutters, a smear should result except that the average size of the
8-bp cutter is the largest centered at approximately 65 kb; the average of the 4-bp
cutter is the smallest centered at approximately 256 bp.

Three types of ends can be produced by Type II restriction enzymes including
3’-overhang (protruding), 5’-overhang, and blunt-ended molecules. These are impor-
tant for the selection of restriction enzymes for cloning, filling-in labeling, or other
operations. Proper planning should be made for the most efficient use of restriction
endonucleases. In addition, some restriction enzymes do not digest DNA efficiently
when the recognition sites are located close to the end of DNA. This is particularly
important when incorporating restriction sites into PCR primers for cloning. For more
information concerning this, readers are referred to an excellent list from New England
Biolabs (http://www.neb.com/nebecomm/default.asp). With more than 250 commer-
cially available and more than 2,000 total, considerations have to be made based on
cutting frequency, what types of end they produce, ease of use, and economic consider-
ations. Sources with patent rights and cloned products can be much cheaper than other
sources.
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In the early 1970s, the discovery of restriction enzymes offered biologists a great
tool to cleave huge DNA into smaller pieces for analysis. At the same time, another
line of technological advances, the establishment of principles of molecular hybridiza-
tion using molecular probes, set the foundation for RFLP. The revolution brought
about by molecular biology depended heavily on nucleic acid hybridization proce-
dures. These techniques are used extensively in the research laboratory for detecting
specific nucleotide sequences in DNA and RNA and are increasingly being applied in
medicine for diagnosing diseases. All of the hybridization techniques started with a
simple hybridization technique called Southern blot (Southern 1975). A Southern blot
is a method in molecular biology of enhancing the result of an agarose gel elec-
trophoresis by marking specific DNA sequences. The method is named after its inven-
tor, the British biologist Edwin Southern. This caused other blot methods to be named
as plays on Southern’s name (for example, western blot, northern blot, southwestern
blot, etc.). All of these blotting techniques require the use of molecular probes.

A probe refers to the agent that is used to detect the presence of a molecule in the
sample. For Southern blot, the probe is a DNA sequence that is used to detect the
presence of a complementary sequence by hybridization with a DNA sample. Probes
are needed to screen for a gene of interest, to determine genomic structure and gene
copy numbers, to analyze gene expression, or to validate allelic amplification in PCR.

Probes can consist of DNA, RNA, or antibodies. For DNA, the probes can be
double-stranded or single-stranded. The probes can be continuously labeled to make
very hot probes or can be end-labeled to trace the segments. Two methods are most
frequently used to make continuously labeled probes: (1) Nick translation and (2)
Random primer labeling (Sambrook et al. 1989). In the nick translation procedure,
double-stranded DNA is nicked with a limited concentration of DNase I. The nicked
ds-DNA is a perfect substrate for DNA polymerase I. DNA polymerase I has two
major activities: 5’ to 3’ exonuclease activity and 5’ to 3’ polymerase activity. DNA
polymerase I makes the new strand DNA with labeled dNTP while degrading the old
strand of the DNA. In the random primer labeling procedure, DNA templates are
heat-denatured and annealed to short random primers (hexomers), creating a perfect
template for Klenow polymerase that makes the new strand with labeled ANTP. DNA
synthesis continues until it reaches the next primer.

End-labeled probes can be made by labeling at the 3’ by filling-in reactions using a
polymerase or by labeling at the 5’ by using polynucleotide kinase (Sambrook et al.
1989). Probes can be labeled in various other ways. For additional reading, readers
are referred to Sambrook and others (1989), or Current Protocols in Molecular Biology
edited by Fred M. Ausubel, Roger Brent, Robert E. Kingston, David D. Moore, J.G.
Seidman, John A. Smith, and Kevin Struhl (2003).

Principles and Molecular Basis of RFLP

The molecular basis of RFLP is summarized in Figure 2.1.

Restriction endonucleases cut DNA wherever their recognition sequences are
encountered so that changes in the DNA sequence due to indels, base substitutions,
or rearrangements involving the restriction sites can result in the gain, loss, or reloca-
tion of a restriction site (Figure 2.1). Digestion of DNA with restriction enzymes
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Molecular basis of RFLP polymorphism
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Figure 2.1. Molecular basis of RFLP polymorphism.

results in fragments whose number and size can vary among individuals, populations,
and species. As RFLP analysis usually uses agarose gels, only large-size variations can
be resolved. In terms of molecular basis, deletion and insertion between restriction
sites within the locus of interest generates RFLP; base substitutions at restriction sites
within the locus of interest leads to the loss of restriction sites and thus generating
larger restriction fragments. Alternatively, base substitutions may lead to the genera-
tion of new restriction sites. For instance, the first base of AAATTC (not a restriction
site) can mutate to G leading to GAATTC (now a site for EcoR1). In cases of
rearrangements, the rearranged segments must involve the restriction enzyme sites
under consideration to generate RFLP (Figure 2.1).

Two approaches are widely used for RFLP analysis. The first involves the use of
hybridization, and the second involves the use of PCR. Traditionally, fragments were
separated using Southern blot analysis (Southern 1975), in which genomic DNA is
digested, subjected to electrophoresis through an agarose gel, transferred to a mem-
brane, and visualized by hybridization to specific probes. Most recent analysis replaces
the tedious Southern blot analysis with techniques based on the polymerase chain
reaction (PCR). If flanking sequences are known for a locus, the segment containing
the RFLP region is amplified via PCR. If the length polymorphism is caused by a rela-
tively large (>approximately 100 bps depending on the size of the undigested PCR
product) deletion or insertion, gel electrophoresis of the PCR products should reveal
the size difference. However, if the length polymorphism is caused by base substitution
at a restriction site, PCR products must be digested with a restriction enzyme to reveal
the RFLP. With the increasing number of ‘universal’ primers available in the literature,
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a researcher can target DNA regions that are either relatively conserved or rapidly
evolving, depending on the amount of variation observed and the taxonomic level
under examination. Also, PCR products can be digested with restriction enzymes and
visualized by simple staining with ethidium bromide due to the increased amount of
DNA produced by the PCR method. If the size shift is small, polyacrylamide gels or
sequencing gels should be considered rather than agarose gels.

Inheritance of RFLP Markers

RFLP markers are inherited in a Mendelian fashion as codominant markers (Figure
2.2). Both alleles are expressed in molecular phenotypes (here, bands on gels). In the
case of an individual heterozygous for two allelic RFLP patterns on alternative chro-
mosomes, the phenotype includes both of the patterns (Figure 2.2). The codominance
mode of inheritance is a strength of RFLP markers. In the mapping population, poly-
morphic RFLP bands segregate in a Mendelian fashion (Figure 2.3).

Differentiating Power of RFLP and Its Strengths and Weaknesses

The potential power of RFLP markers in revealing genetic variation is relatively low
compared to more recently developed markers and techniques such as amplified frag-
ment length polymorphism (AFLP) or microsatellites. Indels and rearrangements of
regions containing restriction sites are perhaps widespread in the genomes of most
species, but the chances of such an event happening within any given locus under
study should be rare. Similarly, in a given genome of 10° base pairs, approximately
250,000 restriction sites should exist for any restriction enzyme with a 6-bp recogni-
tion sequence (that accounts for 1.5 X 10° bp or 0.15% of the entire genome). Base
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Figure 2.2. Codominant mode of inheritance of RFLP markers. In the example, a base substi-
tution within the 8 kb fragment leads to the gaining of a new restriction site. For homozygous
AA, one band of 8 kb should be generated; for homozygous BB, two bands of 3 kb and 5 kb
should be generated; for heterozygous AB, three bands of 8 kb (from allele A), 3 kb and 5 kb
(both from allele B) should be generated.
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Figure 2.3. Segregation of RFLP markers highlighting codominant mode of inheritance. The
first pair of grandparents is both heterozygous (AB and CD) and the second pair of grandpar-
ents is homozygous (BB and CC). When the daughter of the first grandparents (AD) mates the
son from the second grandparents (BC), four types of segregation are possible: AB, AC, BD,
and CD.

substitutions within these restriction sites must be widespread as well, but again, the
chances that such base substitutions occur within the locus under study would be rela-
tively small.

The major strength of RFLP markers is that they are codominant markers (i.e.,
both alleles in an individual are observed in the analysis). Because the size difference
is often large, scoring is relatively easy. The major disadvantage of RFLP is the rela-
tively low level of polymorphism. In addition, either sequence information (for PCR
analysis) or probes (for Southern blot analysis) are required, making it difficult and
time-consuming to develop markers in species lacking known molecular information.

Applications of RFLP in Aquaculture Genomics

RFLP markers are one of the most popular markers used in genetic studies. A search of
the PUBMED database using RFLP as a key word led to the generation of 30,000 cita-
tions in early 2006. However, much of the popularity of RFLP markers was during earlier
decades. Its popularity is reduced now due to availability of other more efficient marker
systems. In spite of the popularity of RFLP markers, even in the earlier decades, its appli-
cation in aquaculture genetics research was limited. (For a recent review, see Liu and
Cordes 2004.) In most cases, RFLP markers have been used to differentiate species
(Chow et al. 2006, Klinbunga et al. 2005), strains, or populations (Docker et al. 2003,
Ohara et al. 2003, Zhang et al. 2005, Aranishi 2005, Sellos et al. 2003, Papakostas et al.
2006, Lehoczky et al. 2005, Apte et al. 2003). Of these studies using RFLP markers, many
of them involved the use of mitochondrial DNA or the 16S rDNA (see Chapter 7 as well
as Mamuris et al. 2001, Klinbunga et al. 2001, Lopez-Pinon et al. 2002, de los Angeles
et al. 2005), which are not highly useful for genomic studies. In consideration of the
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availability of several other more efficient marker systems and the relative difficulties
involved in the development of RFLP from nuclear genes, the anticipated use of RFLP
markers and their significance for aquaculture genome research is limited.
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Chapter 3
Randomly Amplified Polymorphic
DNA (RAPD)

Zhanjiang Liu

Random amplification of polymorphic DNA (RAPD) is a polymerase chain reaction
(PCR)-based multilocus DNA fingerprinting technique. The RAPD procedure was
first developed in 1990 (Welsh and McClelland 1990, Williams et al. 1990) using PCR
to randomly amplify anonymous segments of nuclear DNA with a single short PCR
primer (8-10 base pairs [bp] in length). Because the primers are short and relatively
low annealing temperatures (often 36-40°C) are used, the likelihood of amplifying
multiple products is pretty good, with each product presumably representing a differ-
ent locus. Once different bands are amplified from related species, population, or
individuals, RAPD markers are produced. RAPD markers thus are differentially
amplified bands using a short PCR primer from random genome sites. Because most
of the nuclear genome in vertebrates is noncoding, it is presumed that most of the
amplified loci will be selectively neutral. Genetic variation and divergence within and
between the taxa of interest are assessed by the presence or absence of each product,
which is dictated by changes in the DNA sequence at each locus. RAPD polymor-
phisms can occur due to base substitutions at the primer binding sites or to indels in
the regions between the sites. The potential power for detection of polymorphism is
relatively high; typically, 5-20 bands can be produced using a given primer, and mul-
tiple sets of random primers can be used to scan the entire genome for differential
RAPD bands. Because each band is considered a bi-allelic locus (presence or absence
of an amplified product), polymorphic information content (PIC) values for RAPDs
fall below those for microsatellites and single nucleotide polymorphisms (SNP), and
RAPDs may not be as informative as amplified fragment length polymorphisms
(AFLP) because fewer loci are generated simultaneously. However, because of its rel-
atively high level of polymorphic rates, its simple procedure, and a minimal require-
ment for both equipment and technical skills, RAPD has been widely used in genetic
analysis, including that of aquaculture species.

In this chapter, technology advances leading to the development of RAPD, the
principles and molecular basis of RAPD, inheritance of RAPD markers, the power of
RAPD analysis, strengths and weakness of RAPD, and applications of RAPD in
aquaculture genomics research will be summerized.

Technology Advances Leading to the Development of RAPD

RAPD is a PCR-based fingerprinting technique. The invention of PCR in the mid-
1980s revolutionized the entire life sciences, earning a Nobel Prize in 1993 for
its inventor, Dr. Kary B. Mullis. Understanding how PCR works is fundamentally
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Figure 3.1. Principles and procedures of PCR.

important for appreciation of the principles of RAPD. Hence, I will briefly review the
principles of PCR technology. PCR reactions start with double-stranded DNA tem-
plates. The first step is the denaturation of template DNA by heating it at 94°C; the
second step is to anneal PCR primers to the templates. This step requires optimized
temperatures according to the primers. Two factors significantly influence the fidelity
of PCR—the length of the PCR primers and the annealing temperature. Generally
speaking, the longer the PCR primer and the higher the annealing temperature, the
higher the fidelity of the PCR reactions. Most often, however, PCR primers longer
than 17 bp, and with an annealing temperature above 55°C, are sufficient to produce
reasonably high fidelity for PCR. The third step of PCR is the extension of the
annealed primers to synthesize new DNA. Once the extension is complete to the end
of the template, PCR finishes its first cycle, and the original single molecule has been
copied into two molecules. Let the process repeat 30 or more times, and one DNA
molecule can be amplified into 2*° or more molecules (Figure 3.1).

Principles of RAPD

It is clear that in order to have exponential amplification, PCR requires two primers.
Now we have genomic DNA, for which no sequence information is available. How can
we conduct PCR reactions to produce genomic fingerprints revealing polymorphism?
RAPD procedures are based on a fundamental understanding of the annealing
process. At a given base position, any DNA has four possibilities of bases: A, C, G, or T.
Therefore, if the primers are short enough, there would be numerous binding sites
for them in genomic DNA. The odds for a perfect binding site to exist for a 10-base
primer are once every 4! base pairs (i.e., approximately once every million base pairs).
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When the short primer anneals to perfect and/or subperfect sites that are
close enough (generally <2,000 bp) on opposite strands of DNA, PCR is
possible using a low annealing temperature.

Figure 3.2. Schematic presentation of RAPD primer binding to genomic DNA. Short RAPD
primers find their perfect and/or subperfect sites, anneal to genomic DNA, and amplify
segments of genomic DNA when they are annealed close enough (generally <2,000 bp) on
opposite strands of DNA.

In most eukaryotic organisms, such as fish, their genomes are at the billion base pairs
range. There should be 1,000 perfect binding sites on each strand of the genome. How-
ever, the binding sites do not have to be perfect to initiate PCR if the annealing tem-
perature is low enough. For instance, unless the last base at the 3’ is mismatched, when
9 out of 10 bases of the PCR primer have perfect matches to the template, PCR is
likely to proceed if the annealing temperature is low. The possibility of subperfect
binding greatly increases the number of binding sites in the genome from which a PCR
reaction may proceed. The only exception is when the mismatches occur at the 3’ end
of the primer. Therefore, there should be a large number of binding sites in a large
genome for a short primer. However, PCR reactions are often limited to a certain
length. Therefore, the short primers must bind to both strands of DNA close enough
(within several kilobases [kb]) to produce a RAPD band. Using this principle, Welsh
and McClelland (1990) and Williams and others (1990) used a single short PCR primer
of 10 bases and conducted the special PCR reaction at 36°C, leading to the generation
of PCR products using a single random short primer (Figure 3.2).

Based on the fundamental principles of RAPD, the technique can be regarded as a
method of creating genomic fingerprints from species for which little is known about
the target sequence to be amplified using arbitrarily primed PCR (AP-PCR). The cre-
ators of RAPD solved the dilemma of how to create a PCR primer without sequence
information by using arbitrary short primers that increase the odds of finding suitable
binding sites. The short primers require low temperatures for annealing.

Molecular Basis of RAPD Polymorphism

All mechanisms that led to the differential amplification of RAPD bands account for
the molecular basis of RAPD polymorphism. First, RAPD depends on primer binding
at adjacent sites on opposite strands of DNA. Any base substitutions at the primer
binding sites may knock out primer binding and PCR amplification, thus leading to
the loss of a RAPD band. Inversely, any base substitutions at a site originally with a
sequence similar to the primer binding sites can lead to the generation of new primer
binding sites. Once newly generated primer binding sites are close enough to another
primer binding site on opposite strands of DNA, a RAPD band can be generated,
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leading to polymorphism. Obviously, deletions and insertions within the RAPD bands
would lead to either shorter or longer RAPD bands, producing polymorphism.

Inheritance of RAPD Markers

RAPD markers are inherited as Mendelian markers in a dominant fashion. As domi-
nant markers, RAPD are scored as present/absent. Dominance means that one dose
is enough, and therefore, a RAPD band is produced by dominant homozygotes as well
as heterozygotes, though band intensity may differ. In spite of the theoretical validity
of differentiating the dominant homozygotes from heterozygotes, variations in PCR
efficiency make scoring of band intensities difficult. As a result, attempting to distin-
guish homozygous dominant from heterozygous individuals is not generally recom-
mended. Also, it is difficult to determine whether bands represent different loci or
alternative alleles of a single locus so that the number of loci under study can be erro-
neously assessed. This is especially true if the RAPD is caused by deletion or insertion
within the locus rather than at the primer binding sites. As a result, the number of loci
of RAPD markers can be inflated up to twofold.

As dominant markers, the alternative allele of a RAPD band is the absence of the
band. Even though sometimes it is possible to determine alternative alleles by exami-
nation of the presence of alternative phases of RAPD bands, the exact nature of alter-
native RAPD bands must be verified by hybridization or by sequencing before calling
them alternative alleles. As dominant markers, the number of RAPD bands seen in
the F1 generation should equal the sum of the bands seen in the parents, assuming
parental homozygosity at each locus; polymorphic RAPD then segregate in a 3:1 ratio
in F2 populations, as shown in Figure 3.3 (Liu et al. 1998, 1999). If the RAPD bands
are heterozygous in the parents, they segregate in a 1:1 fashion in F1 populations.

The Differentiating Power of RAPD

The RAPD approach is based on the fact that short oligonucleotide primers can bind
to DNA with predicted odds. For instance, every 1 million (4'°) bp should contain one
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Figure 3.3. Inheritance of dominant markers. Here RAPD band A is inherited from parent 2
and band Cis inherited from parent 1; both band A and C are heterozygous in F1. RAPD band B
is inherited from both parents and thus are homozygous in F1. Heterozygous bands of F1
segregate in a 3:1 ratio among F2 individuals. Figure was modified from Liu and Cordes (2004).
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sequence that matches with a primer of 10 nucleotides long. Therefore, a genome of
1 billion base pairs should contain 1,000 perfect binding sites for the 10-bp primer on
each of its two strands of DNA. The 2,000 perfect binding sites plus many more
subperfect binding sites (with 8-9 out of 10 nucleotides) would make it possible to
amplify DNA using a single arbitrary short primer. The conditions for this special
PCR reaction follow:

* The annealing temperature must be low because of the short primer.

* The short primer must bind to the opposite strands of DNA with its 3" ends facing
each other.

* The two binding sites must be close enough to allow a successful PCR reaction
using 7aqg DNA polymerase, which often travels only several kilobases.

Generally, all these conditions can be met and often multiple bands can be amplified.
Any deletion/insertion existing between the two successful primers would produce a
polymorphic band. Additionally, base substitutions at primer binding sites can also
cause gain or loss of amplified bands. Because about a dozen bands can be analyzed
simultaneously and genome sequence information is not required, RAPD rapidly
gained popularity for analysis of genetic variation in the 1990s.

Most often 5-20 bands can be amplified by using a single RAPD primer. Theoreti-
cally, primers with equal length should be equally efficient for generating RAPD
bands, but G/C-rich RAPD primers were reported to produce more bands than A/T-
rich primers, presumably due to stronger annealing of G/C-rich primers (Kubelik and
Szabo 1995). Closely related species from which hybrids can be made often exhibit
high levels of RAPD polymorphism; reproductively isolated populations often exhibit
a reasonable level of RAPD polymorphism so that RAPD can be used to differentiate
various strains, lines, and populations. RAPD tends to exhibit low levels of polymor-
phism among individuals of the same population, and thus are not ideal markers for
parentage analysis, for which microsatellite markers are optimal.

Strengths and Weaknesses of RAPD

RAPDs have all of the advantages of a PCR-based marker, with the added benefit that
primers are commercially available and do not require prior knowledge of the target
DNA sequence or gene organization. Multilocus amplifications can be separated elec-
trophoretically on agarose gels and stained with ethidium bromide, although higher
resolution of bands has been achieved with discontinuous polyacrylamide gel elec-
trophoresis (dAPAGE) and silver staining (Dinesh et al. 1995), a somewhat costlier and
more labor-intensive method. Other advantages of RAPDs are the ease with which a
large number of loci and individuals can be screened.

The major weakness of RAPD is its low reproducibility due to the use of low
annealing temperatures. However, if one stays conservative and scores only highly
reproducible strong bands, this problem can be minimized. In our own experience, we
have not encountered too much trouble with reproducibility. However, if one pushes
to maximize the number of RAPD bands, then many very weak bands may not be
reproduced, leading to a lack of reliability. Because of this reproducibility problem,
there are reports that many RAPD bands do not follow Mendelian inheritance,
though homozygous status was incorrectly assumed in cases. The second major
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weakness of RAPD is its dominant mode of inheritance. Because of the dominant
nature of inheritance, RAPD lack the ability to distinguish between dominant
homozygotes and heterozygotes. In addition, the presence of paralogous PCR prod-
ucts (amplified from different DNA regions that have the same lengths and thus
appear to be a single locus), limit the use of this marker system. These difficulties
have limited the application of this marker in fisheries and aquaculture sciences
(Wirgin and Waldman 1994).

Applications of RAPD Markers in Aquaculture Genome Research

RAPD markers have been widely used for species and strain identification in
fish (Partis and Wells 1996, Liu et al. 1998, 1999) and mollusks (Klinbunga et al. 2000,
Crossland et al. 1993), analysis of population structure in black tiger shrimp
(Tassanakajon et al. 1998) and marine algae (van Oppen et al. 1996), analysis of
genetic impact of environmental stressors (Bagley et al. 2001), and analysis of genetic
diversity (Wolfus et al. 1997, Hirschfeld et al. 1999, Yue et al. 2002).

In addition to identification of species, strains, lines, and populations, RAPD mark-
ers have been extensively used in the model fish species such as zebrafish (Johnson et al.
1994). RAPD markers have also been used in many linkage-mapping studies in fish
species (Table 3.1). However, as more efficient and reliable marker systems such as
AFLP emerged, the use of RAPD markers in genome research declined rapidly. Due to
the intrinsic problems as discussed under its weaknesses, the use of RAPD for future
genome characterization of aquaculture species should be limited. Its coupled usage
with codominant markers, such as microsatellites, may provide more reliable informa-
tion. In closed aquaculture systems where the number of founders of the broodstock
population is limited, RAPD may provide some rapid ways for association analysis of
traits with markers. After the initial identification of the RAPD markers, it is highly rec-
ommended that the marker be converted into SCAR markers (sequence characterized
amplified region) for further analysis. In spite of very limited uses of RAPD for long-
term genome research, it is a useful marker system for rapid hybrid identification and
strain identification commonly encountered in aquaculture breeding operations.

Table 3.1. Some examples of the use of RAPD markers for the construction of linkage maps
in aquaculture or fish species. Note that most of these efforts were made earlier, and linkage
mapping using RAPD markers is not highly recommended.

Species Common name References

Cyprinus carpio Common carp Sun and Liang 2004

Danio rerio Zebrafish Postlethwait et al. 1994,
Mohideen et al. 2000

Oryzias latipes Medaka Ohtsuka et al. 1999

Oncorhynchus mykiss Rainbow trout Sakamoto et al. 2000

Astyanax mexicanus Cave fish Borowsky and Wilkens
2002

Xiphophorus sp. Kazianis et al. 1996

Poecilia reticulata Guppy Khoo et al. 2003
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Chapter 4
Amplified Fragment Length
Polymorphism (AFLP)

Zhanjiang Liu

Multilocus DNA fingerprinting technologies based on polymerase chain reaction
(PCR) are of enormous value for the study of genetic variations. These fingerprinting
technologies, such as random amplified polymorphic DNA (RAPD) (Chapter 3 of
this book, as well as Williams et al. 1990, Welsh and McClelland 1990) and amplified
fragment length polymorphism (AFLP) (Vos et al. 1995), allow rapid generation of
large amounts of genetic data. Genetic fingerprinting using these technologies does
not require prior knowledge, making them “ready to be used” technologies for any
species without previous genetic information. The fingerprints may be used as a tool
to identity a specific DNA sample or to assess the relatedness between samples. Con-
served common bands define relatedness, while polymorphic bands define differenti-
ation in phylogenetic and population genetic analyses.

AFLP technology combines the advantages of restriction enzyme fingerprinting
using restriction fragment length polymorphism (RFLP) and those of PCR-based fin-
gerprinting using RAPD. It is based on the selective amplification of a subset of
genomic restriction fragments using PCR. DNA is digested with restriction enzymes,
and double-stranded DNA adaptors are ligated to the ends of the DNA fragments to
generate primer-binding sites for PCR amplification. The sequence of the adaptors
and the adjacent restriction site serve as primer binding sites for subsequent amplifi-
cation of the restriction fragments by PCR. Selective nucleotides extending into the
restriction sites are added to the 3’ ends of the PCR primers in such a way that only a
subset of the restriction fragments is recognized. Only restriction fragments in which
the nucleotides flanking the restriction site match the selective nucleotides will be
amplified. The subset of amplified fragments is then analyzed by denaturing polyacry-
lamide gel electrophoresis to generate the fingerprints.

To fully appreciate the advantages and applications of AFLP, this chapter is written
to describe the course of the technology development in relation to several other
existing technologies, the procedures and principles, the molecular basis of polymor-
phism, and the potential power for genetic analysis using AFLP. As detailed below,
AFLP is a technology that provides robustness, reliability, and efficiency. Its simulta-
neous analysis of hundreds of loci using only a single primer combination offers a
robust power of differentiation. AFLP is also advantageous because markers are
inherited in Mendelian fashion; it does not require prior genetic information and is
therefore adaptable to genetic analysis of any species. AFLP truly provides the multi-
locus coverage and potential for genome-wide coverage for analysis of genetic varia-
tions. For comparisons of AFLP with other marker systems, readers are referred to
other chapters of this book and a review on applications of DNA markers in fisheries
and aquaculture (Liu and Cordes 2004).
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Background of AFLP Technology

Genomic DNA must first be cut into small pieces for molecular analysis. Geneticists
have a limited capacity for making direct analysis of large segments of DNA. Although
chromosomes or chromosome segments can be directly analyzed through a special gel
electrophoresis known as pulse field electrophoresis, little genetic information can be
obtained from such analysis concerning genetic variation. In contrast, resolution of dif-
ferentiation can be drastically increased when DNA is cut into small segments.

Restriction enzymes are site-specific “molecular scissors” for DNA (for details, see
Chapter 2). They recognize specific sequences 4-8 base pairs (bp) long. In a restric-
tion digest reaction, a restriction enzyme is mixed with genomic DNA and incubated
under specific buffer and temperature conditions as required by the restriction
enzyme. Within usually 1 hour of incubation, a restriction enzyme “searches” through
the entire DNA lengths for its specific 4-8 bp recognition sequences. The genomic
DNA is then “cut” by the enzyme whenever the proper recognition sequences are
found. The cutting frequency of any restriction enzyme is directly related to the length
of its recognition sequences. On average, a restriction enzyme with 4-bp recognition
sequences should cut DNA once every 256 bp (1/4%); a restriction enzyme with 6-bp
recognition sequences should cut DNA once every 4,096 bp (1/4°); and a restriction
enzyme with 8-bp recognition sequences should cut DNA once approximately every
65,000 bp (1/4%). These cutting frequencies should be considered when choosing
restriction enzymes. This is particularly true for AFLP, which will be discussed later in
the chapter. Assuming a fish genome of one billion base pairs (10° bp), a 4-bp cutter
will digest the genome into approximately 4 million segments; a 6-bp cutter will digest
the genome into about a quarter-million segments; and a 8-bp cutter will digest the
genome into just 15,000 segments. In addition to the length of recognition sequences,
the genomic content also affects the cutting frequency of a restriction enzyme.
For instance, AT-rich genomes are in favor of restriction enzymes with AT-rich recog-
nition sequences, while GC-rich genomes are in favor of restriction enzymes with
GC-rich recognition sequences.

Molecular Basis of Genetic Variation Detected in AFLP

In the long history of evolution, genomes have evolved in each species to have a fixed
number of chromosomes whose shape and sizes are constant. The number of genes
and gene locations on each chromosome are also relatively constant so that genetic
linkage maps can be constructed. Such structural and organizational order is main-
tained by accurate inheritance of genes from generation to generation. However, just
as constant as the inheritance of genes and traits from parents to progenies, mutations
are also constant events. Mutations can happen spontaneously or under induction of
adverse environmental cues such as radiation, UV light, or chemical mutagens. Spon-
taneous mutations occur at a very low rate of 1 X 1075-2 X 107° per gene per genera-
tion. Assuming an average gene size of 2,000 bp, this low spontaneous mutation rate
translates into only 1 to 5 base mutations throughout the entire genome of one billion
base pairs per generation. However, through the long process of evolution, many
mutations have accumulated. The basic idea behind genetic analysis lies in using
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the accumulation of different mutations in reproductive isolated populations and
individuals.

Mutations are random events and can happen in any part of the genome, although
mutation hot spots are often reported. As a result, mutations are accumulated in evo-
lution more often in noncoding regions. First, because the nonprotein coding regions
of the genome account for the vast majority of the entire genome, most mutations
occur by chance in these regions; second, nature has placed great selection pressure for
advantageous mutations and neutral mutations, but against deteriorating mutations
inside the protein coding sequences. In the coding regions, silent mutations (single
base substitutions that do not change the amino acid sequence) are the most predomi-
nant. Mutations can be categorized at the molecular level as having been caused by
deletions, insertions, inversions, base substitutions, and rearrangements. Deletions are
losses of, while insertions are additions of, DNA bases of variable sizes ranging from a
single base to long stretches of DNA. Base substitutions are changes of a specific base
to any other of the three bases. For instance, base A can be mutated to any of C, G, or T.
Mutations from purines (A and G) to purines or from pyrimidines (C and T) to pyrim-
idines are called transitions; mutations from purines to pyrimidines or vice versa are
called transversions. Transitions are the most frequent mutations because the chemical
reactions involved in such mutations are more likely to occur. In relation to molecular
analysis, deletions and insertions are expected to cause changes of fragment lengths of
at least one base pair while base substitutions generally do not affect fragment sizes
unless the base substitutions cause the gain or loss of restriction sites. A base substitu-
tion within the restriction enzyme recognition site causes loss of the restriction site,
and therefore, leads to loss of the restriction fragment. In contrast, a single base
change may lead to the generation of a new cutting site for the restriction enzyme. For
instance, the recognition sequences for restriction enzyme Eco RI are GAATTC. If the
original sequence was GgATTC, a single base change of the second G into A would
generate a new restriction site for Eco RI and the production of an additional restric-
tion fragment. Rearrangements do not affect fragment lengths unless the rearranged
fragments contain restriction enzyme sites.

Other Genetic Variations at the Molecular Level
Affecting AFLP Profiles

In addition to the mechanisms of mutations mentioned above, several other highly muta-
ble sequences should also be noted because they may account for a significant portion of
polymorphism as revealed by AFLP analysis. The first is microsatellite sequences. As
detailed in Chapter 5, microsatellites are simple sequence repeats of 1-6 bp. High levels
of mutation rates can happen at microsatellite loci. In some cases, mutation rates can be
as high as 0.2% per locus per generation (Crawford and Cuthbertson 1996, Levinson and
Gutman 1987). Such a high mutation rate is believed to be caused by slippage of DNA
polymerase with the repeated microsatellite sequences, leading to microsatellite expan-
sion or contraction. The differences in repeat numbers of microsatellite sequences cause
changes in fragment lengths. In a sense, this type of mutation is a special form of inser-
tions or deletions. Due to large numbers of microsatellite loci existing in fish and their
high mutation rates, their contribution to the overall polymorphism of genomes should
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not be neglected regardless of the approach used for genetic variation analysis. Secondly,
unequal crossing over of minisatellite and satellite sequences may also contribute to a
significant level of genetic variations among genomes.

Molecular Analysis Related to Development of AFLP Technology

AFLP methodology was developed by using and combining several of the technologi-
cal advances that ushered in the genomics era; it was based on RFLP and PCR reac-
tions resolved by sequencing gel electrophoresis.

The need for a sensitive, efficient approach to analyzing genetic variation on a
genomic scale was evident early on during the genomics revolution. PCR appeared to
offer the power necessary for such an approach and was used in the development of
RAPD in 1990 (Williams et al. 1990, Welsh and McClelland 1990). However, RAPD’s
usefulness is limited by its low reproducibility because of low annealing temperatures
necessitated by using short, arbitrary primers during PCR.

AFLP combines the strengths of RFLP and RAPD. It is a PCR-based approach
requiring only a small amount of starting DNA. It does not require any prior genetic
information or probes, and it overcomes the problem of low reproducibility inherent
to RAPD. AFLP is capable of producing far greater numbers of polymorphic bands
than RAPD in a single analysis, significantly reducing costs and making possible the
genetic analysis of closely related populations. The use of AFLP markers in genetic
linkage mapping (Meksem et al. 1995, Cho et al. 1996, Mackill et al. 1996) and analy-
ses of genetic resource pools (Folkertsma et al. 1996, Keim et al. 1997) has facilitated
progress that would otherwise take a much longer time using other technologies. It is
particularly well adapted for stock identification because of the robust nature of its
analysis. The other advantage of AFLP is its ability to reveal genetic conservation as
well as genetic variation. In this regard, it is superior to microsatellites for applica-
tions in stock identification. Microsatellites often possess large numbers of alleles, too
many to obtain a clear picture with small samples. Identification of stocks using
microsatellites, therefore, would require large sample sizes. For instance, if 10 fish are
analyzed, each of the 10 fish may exhibit distinct genotypes at a few microsatellite loci,
making it difficult to determine relatedness without any commonly conserved geno-
types. In closely related populations, AFLP can readily reveal commonly shared
bands that define the common roots in a phylogenetic tree and polymorphic bands
that define branches in the phylogenetic tree.

The Procedures and Principles of AFLP Analysis

Genetic variations are widely spread among genomes of even very closely related
individuals. The problem is how to reveal the very minor differences among genomes.
In principle, AFLP can be viewed as a multilocus or genome-wide RFLP analysis
(Figure 4.1). The technique starts with restriction digestion of genomic DNA using
two restriction enzymes, most often, Eco RI and Mse 1. Eco RI recognizes a 6-bp
sequence of GAATTC, and Mse I recognizes a 4-bp sequence of AATT. For a genome
of one billion base pairs, Eco RI digestion should produce about 250,000 fragments,
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Figure 4.1. Schematic presentation of AFLP analysis. Step 1, genomic DNA is digested by
EcoRI and Msel into many segments of various sizes. For a genome of 10° bp, you expect
~250,000 EcoRI fragments (10%/4,000) and 4 million Msel fragments (10%/256); step 2, adaptors
are ligated to the ends of the DNA fragments. The majority of fragments should be Msel-Msel
fragments, some EcoRI-Msel fragments, few, if any, EcoRI-EcoRI fragments. This step is to
add adaptors with known sequences to create PCR primer binding sites. For a genome of
10° bp, you expect 2X 250,000 EcoRI-Msel fragments. Note that the sequence of EcoRI adap-
tor (open box) is different from that of the Msel adaptor (dotted box); step 3, preselection
amplification of a subset of the restriction fragments by adding an extra arbitrary base at the 3’
end of the PCR primers, which leads to 1/16 fragments to be amplified; step 4, selective ampli-
fication of a subset of the restriction fragments by adding three extra arbitrary bases at the 3’
end of the PCR primers, which leads to a subset of EcoRI-Msel fragments (1/4,096) to be
amplified; step 5, PCR products are resolved on a sequencing gel.
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and Mse 1 digestion should produce 4 million fragments. Because the 4-bp cutter
Mse 1 cuts DNA at a frequency 16 times greater than Eco RI, essentially all Eco RI
fragments should be further digested by Mse 1. The double enzyme digest would pro-
duce approximately 500,000 Eco RI-Mse I fragments (one original Eco RI fragment is
now cleaved by many Mse I sites leaving both ends as Eco RI-Mse 1 fragments), and
about 4 million Mse I-Mse I fragments.

The second step of AFLP analysis is to add adaptors on both ends of digested DNA
fragments. The Eco RI-Mse 1 fragments must be amplified by PCR to be detected
because they represent a small amount of DNA. However, there is no sequence infor-
mation about these fragments. The first challenge is to “create” two stretches of known
sequences in each of these fragments for PCR. This can be achieved simply by connect-
ing a short segment of DNA with known sequences on the Eco RI end and a short seg-
ment of DNA with different known sequences on the Mse I end. These short segments
of DNA with known sequences are called Eco RI adaptors and Mse I adaptors. They are
called adaptors because they harbor specific end sequences allowing them each to be
perfectly paired and ligated to the double digested Eco RI-Mse I fragments. After liga-
tion, each Eco RI-Mse I fragment now harbors known sequences on both ends allowing
PCR amplification of these segments by using primers with the same sequences as the
adaptors.

The third step of AFLP is the preselection PCR amplification. In the 500,000 Eco RI-
Mse 1 fragment pool, one can imagine that many of these Eco RI-Mse I fragments must
exhibit size difference or length polymorphism even between two highly related indi-
viduals. However, 500,000 fragments are too many to be resolved in any kind of gel
electrophoresis. This demands that somehow the 500,000 bands must be reduced
approximately 2,000 times to reach the resolvable goal of a couple hundred bands. Vos
and others (1995) intelligently met this challenge by adding additional arbitrary bases at
the 3’ end of the PCR primers. As each extra arbitrary base is added, the PCR primer
can match to only 1/4 subset of the fragments because at each base of DNA, and there
are four possibilities: A, C, G, or T. When a given base is added to the 3" end of the PCR
primer, only 1/4 of the total fragments are amplifiable. When a single base is added to
the 3" end of both PCR primers, only a subset of 1/16 of the total fragments will be ampli-
fiable. When two additional bases are added to each of the PCR primers, the reduction
power is now 256 (16 X 16). When three additional bases are added to each 3’ end of the
two PCR primers, the reduction power now is 4,096 (64 X 64). Now with a reduction
power of 4,096, the original 500,000 fragments should become about 100 bands. These
bands can then be visualized after electrophoresis. The preselective PCR first reduces
the Eco RI-Mse I fragments to a subset containing 1/16 of the original fragments. The
selective PCR further reduces the number of bands by amplifying only a subset of the
preselective PCR products. AFLP chooses to analyze only the Eco RI-Mse I fragments.
This is achieved by labeling only Eco RI primers. Since the Mse I primer is not labeled,
none of the amplified Mse I-Mse I fragments are visible during electrophoresis.

The Power of AFLP Analysis

It is possible to scan the entire genome for examination of all 500,000 Eco RI-Mse 1
fragments by use of all possible combinations of the selective bases. That would take
64 Eco RI primers and 64 Mse I primers or 4,096 primer combinations. However, it is
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probably never necessary to perform such an exhaustive analysis. Since more than 100
loci can be analyzed by a single primer combination, a few primer combinations
should display thousands of fingerprints. For genetic resource analysis, the number of
primer combinations required for construction of phylogenetic trees/dendrograms
depends on the level of polymorphism in the populations, but probably will take no
more than 10 primer combinations. However, dense genetic maps can be constructed
by using a large number of primer combinations.

The potential power of AFLP in the study of genetic variation is enormous. In
principle, any combination of a 6-bp cutter with a 4-bp cutter in the first step can be
used to determine potential fragment length polymorphism. In the above tour
through the procedures, Eco RI and Mse 1 were used as restriction enzymes to exam-
ine the 500,000 Eco RI-Mse I fragments. Theoretically, 4,096 primer combinations
compose a complete genome-wide scan of the fragment length polymorphism using
the two restriction enzymes. Because hundreds of restriction endonucleases are com-
mercially available, the total power of AFLP for analysis of genetic variation can
never be exhausted.

Molecular Basis of AFLP Polymorphism

AFLP analysis is an advanced form of RFLP. Therefore, the molecular basis for
RFLP and AFLP are the same. First, any deletions and/or insertions between the two
restriction enzymes (e.g., between Eco RI and Mse I in the above example) will cause
shifts in fragment sizes. Second, base substitution at the restriction sites will lead to
loss of restriction sites and thus a size change. However, only base substitutions in all
Eco Rl sites and 1/8 of Mse I sites are detected by AFLP since only the Eco RI primer
is labeled and AFLP is designed to analyze only the Eco RI-Mse I fragments. Third,
base substitutions leading to new restriction sites may also produce AFLP. Once
again, gaining Eco RI sites always leads to production of AFLP, gaining Mse I sites
must be within the Eco RI-Mse I fragments to produce new AFLP. In addition to the
common mechanisms involved in polymorphism of RFLP and AFLP, AFLP also
scans for any base substitutions at the first three bases immediately after the two
restriction sites. Considering large numbers of restriction sites for the two enzymes
(250,000 Eco RI sites and 500,000 Mse I sites immediately next to Eco RI sites),
a complete AFLP scan would also examine more than 2 million bases immediately
adjacent to the restriction sites.

Inheritance of AFLP Markers

AFLP markers are inherited in a Mendelian fashion as dominant markers. Similar
to the traditional meaning of dominance in genetics, one dose is enough to determine
phenotype (hence the band patterns). Dominant markers provide relatively less genetic
information since homozygous and heterozygous individuals cannot be differenti-
ated; they each produce a band at the locus though band intensities may vary depend-
ing on allele numbers. Although double alleles often produce double the amount of
PCR products, homozygous alleles and heterozygous alleles cannot be distinguished
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with certainty. As detailed below, caution must be exercised when scoring AFLP
markers as codominant markers.

Major Strengths and Weaknesses of AFLP Markers

Several major strengths make AFLP the markers of choice in certain situations. The
first strength is the procedure’s requirement of no prior molecular information for
application to the species of interest. This is particularly useful for aquaculture
species where there is often no molecular information available. Second, AFLP is
highly robust allowing the generation of a large number of polymorphic markers with
limited efforts and resources. Third, when the robustness is coupled to the availability
of many primer combinations, AFLP is a very powerful marker system for genomic
differentiation. With such a technique, very minor genomic differences can be readily
revealed. Fourth, as long as PCR primers are used, stringent annealing temperatures
can be used for high reproducibility. This is definitely a significant improvement over
the less reliable RAPD procedure (see Chapter 3). Finally, AFLP markers are rela-
tively economical because each primer combination can often produce many poly-
morphic markers. Even though AFLP kits are relatively expensive, the cost on a per
polymorphic marker basis is low. The major weakness of AFLP markers is their dom-
inant nature of inheritance. Genetic information is limited with dominant markers
because essentially only one allele is scored; at the same time, since the true alterna-
tive allele is scored as a different locus, AFLP also inflates the number of loci under
study. As dominant markers, information transfer across laboratories is difficult. In
addition, AFLP is more technically demanding, requiring special equipment such as
automated DNA sequencers for optimal operations.

Genotyping AFLP Gels

AFLP markers are inherited as dominant markers. Because of the dominance nature
of AFLP, they are scored as presence/absence type of markers in genotyping. Each
band is treated as a locus (not an allele). Although the true alternative allele must be
somewhere in the gel with a different fragment size, there is practically no way to
know the exact location. In some cases, complementary phases of bands are observed,
indicating they may be the alternative alleles of the locus, but in the absence of molec-
ular evidence, each band is still scored as a separate locus. Therefore, the total num-
ber of AFLP loci under analysis is inflated about twofold because all of the alleles are
treated as loci. Under this treatment, the presence of one band is treated as one allele
at the locus, and the absence of the band is treated as the alternative allele.

In strictly controlled mating systems, it is possible to score AFLP markers as codom-
inant markers. In such cases, the scoring is based not only on length polymorphism, but
also on intensity polymorphism. The rationale is that two alleles in homozygotes should
produce twice the amount of PCR products as that produced from a single allele in het-
erozygotes. As a matter of fact, computer software is available for quantitative scoring
of intensity polymorphism. AFLP-Quantar™ Pro marketed by Keygene Products B.V.
in the Netherlands is an example. In spite of its success, I would like to urge caution in
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the use of intensity polymorphism, simply because of the nonlinear nature of PCR at
high rounds of cycles. For identification of stocks and population analysis, use of inten-
sity polymorphism should be discouraged because scoring may be extremely difficult
with samples from random mating populations.

The term “informative AFLP” is used to indicate only polymorphic AFLP bands in
genetic linkage mapping analysis. In the case of linkage mapping, only polymorphic
bands are expected to segregate and thus provide genetic linkage information. There-
fore, commonly shared nonpolymorphic bands are not scored. For population studies,
all of the bands are actually informative. In fact, the commonly shared bands are
extremely important since they define the common ancestor or roots for dendrogram
grouping. The shared bands are used to calculate Nei’s similarity F values (Nei and Li
1979). Of course, the polymorphic bands provide information about differentiation or
branches for dendrogram grouping. Therefore, all AFLP bands need to be scored for
population genetic analysis.

Application of AFLP for Aquaculture Genome Research

AFLP is well adapted for many types of genetic analysis such as:

* molecular systematics * genetic diversity

* analysis of population structures * reproduction contribution

* migration * endangered species protection
* hybrid identification * molecular ecology

* strain identification * marker-assisted selection

* parentage identification * genome mapping

* genetic resource analysis

Different authors discuss the applications of AFLP later in this book concerning
analysis of data and choice of models and software for population genetic analysis,
therefore, here I will only briefly discuss its application in fish population studies with
an emphasis on genetic linkage analysis using AFLP.

Despite the advantages of AFLP, published literature on its application for the analy-
sis of genetic variation of fish populations is still limited (Seki et al. 1999, Jorde et al.
1999, Sun et al. 1999, Cardoso et al. 2000, Chong et al. 2000, Kai et al. 2002, Mickett
et al. 2003, Whitehead et al. 2003, Mock et al. 2004, Campbell and Bernatchez 2004,
Simmons et al. 2006). Many AFLP analyses in fish so far have been limited to genetic
linkage analysis (Liu et al. 1998, 1999; Kocher et al. 1998; Griffiths and Orr 1999;
Agresti et al. 2000; Robison et al. 2001; Rogers et al. 2001; Liu et al. 2003; Li et al. 2003;
William et al. 2005), and analysis of parental genetic contribution involving interspecific
hybridization (Young et al. 2001) and meiogynogenesis (Felip et al. 2000). In a recent
study of the black rockfish (Sebastes inermis), Kai and others (2002) used AFLP to dis-
tinguish three-color morphotypes, in which diagnostic AFLP loci were identified as well
as loci with significant frequency differences. In such reproductive isolated populations,
itis likely that “fixed markers” of AFLP can be identified to serve as diagnostic markers.
Fixed markers are associated most often with relatively less migratory, reproductive
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Table 4.1. Some examples of the use of AFLP markers for the construction of linkage maps in
aquaculture or fish species.

Species

Common name

Reference

Oncorhynchus mykiss
Salmo salar
Salvelinus alpinus
Oreochromis sp.

Ictalurus punctatus
Clarias macrocephalus
Paralichthys olivaceus
Plecoglossus altivelis
Penaeus monodon
Penaeus japonicus
Penaeus vannamei
Penaeus chinensis
Crassostrea virginica
Chlamys farreri
Haliotis discus hannae

Rainbow trout
Atlantic salmon
Arctic char
Tilapia

Channel catfish
Walking catfish
Japanese flounder
Ayu

Black tiger shrimp
Kuruma prawn
White shrimp
Chinese shrimp
Eastern oyster
Zhikong scallop
Pacific abalone

Young et al. 1998
Moen et al. 2004
Woram et al. 2004
Kocher et al. 1998
Agresti et al. 2000
Liu et al. 2003

Poompuang and Na-Nakorn 2005

Coimbra et al. 2003
Watanabe et al. 2004
Wilson et al. 2002
Liet al. 2003

Pérez et al. 2004
Lietal. in press

Yu and Guo 2003
Liet al. 2005

Liu et al. 2006

isolated populations (Kucuktas et al. 2002). With highly migratory fish species, fixed
markers may not be available. However, distinct populations are readily differentiated
by difference in allele frequencies. For instance, Chong and others (2000) used AFLP
for the analysis of five geographical populations of Malaysian river catfish (Mystus
nemurus) and found that AFLP was more efficient for the differentiation of subpopula-
tions and for the identification of genotypes within the populations than RAPD,
although similar clusters of the populations were concluded with either analysis.

AFLP can be used effectively for genetic linkage mapping. As a matter of fact, many
genetic linkage maps have been constructed using AFLP markers among aquaculture
species, as summarized in Table 4.1. However, AFLP as a dominant marker, lacks the
ability to be transferred across species borders, and it is difficult to transfer data among
laboratories. As a result of its high efficiency, it is well suited for association analysis of
traits with markers. However, after initial identification of associated AFLPs, it is highly
recommended that such AFLPs be converted to sequence characterized amplified
region (SCAR) markers.

Conclusion

AFLP analysis is a robust, multilocus PCR-based DNA fingerprinting technique that
provides the most efficient, reliable, and economical analysis of population genetics.
AFLPs are nuclear DNA markers inherited in Mendelian fashion, in contrast to envi-
ronmental markers and mitochondrial DNA markers. As compared to other nuclear
markers such as RFLP and RAPD, AFLPs provide a much greater level of polymor-
phism and a much wider genomic coverage. AFLP is probably also superior to
microsatellites for population genetic studies because of its ability to display hundreds
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of loci simultaneously. However, AFLP markers are inherited as dominant markers.
Caution should be exercised for transfer of information across laboratories. The need
for special equipment such as sequencers may limit its wide application. These disad-
vantages can be compensated for by the robustness of the multilocus AFLP analysis,
which not only provides high levels of polymorphism, but also provides a great level of
band sharing, which is required to establish relatedness among populations. Most
importantly, AFLP (and also RAPD) analysis does not require any previous knowl-
edge and thus is suitable to population genetic analysis of any species. Because of
these advantages, the application of AFLP in fish population genetic studies is
increasing. As time goes on, its application in the studies of fish population genetics is
likely to widen. For genome research, use of AFLP markers may provide a rapid
shortcut for the assessment of markers linked to certain traits, but its coupled uses
with codominant markers such as microsatellites should be beneficial. In a well-
defined closed mating system involving limited number of founders, genetic mapping
using AFLP can add much greater resolution to framework linkage maps made with
microsatellites.
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Microsatellites consist of multiple copies of tandemly arranged simple sequence
repeats (SSR) that range in size from 1-6 base pairs (bp) (e.g., AC, CCA, or GATA)
(Tautz 1989). Based on the repeat composition, microsatellites are often classified into
mononucleotide microsatellites, dinucleotide microsatellites, trinucleotide microsatel-
lites, tetranucleotide microsatellites, and so on. Microsatellites containing only one
type of repeats are called simple microsatellites; microsatellites containing more than
one type of repeats are called composite microsatellites. For instance, (CA)15 is a
simple microsatellite, but (CA)8(CG)12 is a composite microsatellite. The advantages
of microsatellites as molecular markers include its abundance in genomes, even distri-
bution, small locus size facilitating polymerase chain reaction (PCR)-based genotyp-
ing, codominant nature of Mendelian inheritance, and high levels of polymorphism.

Abundance of Microsatellites

Microsatellites are highly abundant in various eukaryotic genomes including all aqua-
culture species studied to date. In most of the vertebrate genomes, microsatellites
make up a few percent of the genomes in terms of the involved base pairs, depending
on the compactness of the genomes. Generally speaking, more compact genomes
tend to contain a smaller proportion of repeats including SSRs, but this generality is
not always true. For example, the highly compact genome of the Japanese puffer fish
contains 1.29% of microsatellites, but its closely related Tetraodon nigroviridis genome
contains 3.21% of microsatellites (Grollius et al. 2000). During a genomic sequencing
survey of channel catfish, microsatellites were found to represent 2.58% of the catfish
genome based on the 11.4 million bps sequenced (Xu et al. 2006). A total of 4,262
microsatellites were found within 11.4 million bps (i.e., one microsatellite exists per
2.67 kilobases [kb] of channel catfish sequences). In fugu, one microsatellite was
found every 1.87 kb of DNA. For comparison, in the human genome, one microsatel-
lite was found every 6 kb of DNA (Beckmann and Weber 1992). It is reasonable to
predict that in most aquaculture fish species, one microsatellite should exist every 10
kb or less of the genomic sequences, on average.

Dinucleotide repeats are the most abundant forms of microsatellites. For instance,
in channel catfish, 67.9% of all microsatellites are present in the form of dinucleotide
repeats; 18.5% present as trinucleotide repeats; and 13.5% as tetranucleotide
repeats, excluding mononucleotide repeats, which are not nearly useful enough
for molecular markers. Generally speaking, dinucleotide microsatellites are the
most abundant, followed by tri- or tetra-nucleotide repeats, but in some cases,
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tetranucleotide repeats can be more frequent than the trinucleotide repeats. For
instance, in the genome of Japanese puffer fish Takifugu rubripes, dinucleotide
repeats have the highest relative frequency (34%) followed by tetranucleotides
(21%), trinucleotides (19%), mononucleotides (16.5%), hexanucleotides (6%), and
pentanucleotides (3%) (Edwards et al. 1998).

Of the dinucleotide repeat types, (CA) , is the most common dinucleotide repeat
type, followed by (AT),, and then (CT), (Toth et al. 2000, Xu et al. 2006). (CG), type
of repeats are relatively rare in the vertebrate genomes. Partially this is because the
vertebrate genomes are often A/T-rich. Of the trinucleotide repeats and tetranu-
cleotide repeats, relatively A/T-rich repeat types are generally more abundant than
G/C-rich repeat types. For instance, in channel catfish, the most abundant trinu-
cleotide repeat is AAT, followed by AAC, ATC, and ATG. Microsatellites longer than
tetranucleotide repeats (penta- and hexanucluotides) are much less abundant and
therefore, are less important as molecular markers (Toth et al. 2000). It is important
to point out that the definition of microsatellites limiting to repeats of six bases long
are quite arbitrary. Technically speaking, repeats with seven bases or longer
sequences are also microsatellites, but because they become rarer as the repeats are
longer, they are less relevant as molecular markers.

Genomic Distribution of Microsatellites

Microsatellites tend to be, relatively speaking, evenly distributed in the genome on all
chromosomes and all regions of the chromosome. They have been found inside gene
coding regions (e.g., Liu et al. 2001), introns, and in the nongene sequences (Toth et al.
2000). The best known examples of microsatellites within coding regions are those
causing genetic diseases in humans, such as the CAG repeats that encode the polyglut-
amine tract, resulting in mental retardation. In spite of their wide distribution in genes,
microsatellites are predominantly located in noncoding regions (Metzgar et al. 2000).
Only about 10-15% of microsatellites reside within coding regions (Moran 1993, van
Lith and van Zutphen 1996, Edwards et al. 1998, Serapion et al. 2004). This distribu-
tion should be explained by negative selection against frame shift mutations in the
translated sequences (Metzgar et al. 2000, Li et al. 2004). Because the majority of
microsatellites exist in the form of dinucleotide repeats, any mutation by expansion or
shrinking would cause frame shift of the protein encoding open frames if they reside
within the coding region. That also explains why the majority of microsatellites residing
within coding regions have been found to be trinucleotide repeats, though the pres-
ence of dinucleotide repeats and their mutations within the coding regions do occur.

Locus Size of Microsatellites

Most microsatellite loci are relatively small, ranging from a few to a few hundred
repeats. The relatively small size of microsatellite loci is important for PCR-facilitated
genotyping. Generally speaking, within a certain range, microsatellites containing a
larger number of repeats tend to be more polymorphic, though polymorphism has
been observed in microsatellites with as few as five repeats (Karsi et al. 2002).
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For practical applications, microsatellite loci must be amplified using PCR. For best
separations of related alleles that often differ from one another by as few as one repeat
unit, it is desirable to have small PCR amplicons, most often within 200 bp. However,
due to the repetitive nature of microsatellites, their flanking sequences can be a quite
simple sequence, prohibiting design of PCR primers for the amplification of microsatel-
lite loci within a small size limit. Consideration should be given regarding whether the
quality of PCR primers can be sacrificed to a certain extent to reduce the amplicon size.

Polymorphism of Microsatellites

Microsatellites are highly polymorphic as a result of their hypermutability and
thereby cause the accumulation of various forms in the population of a given species.
Microsatellite polymorphism is based on size differences due to varying numbers of
repeat units contained by alleles at a given locus (Figure 5.1). Microsatellite mutation
rates have been reported as high as 10~ per generation (Weber and Wong 1993, Craw-
ford and Cuthbertson 1996, Ellegren 2000), which are several orders of magnitude
greater than that of nonrepetitive DNA (10%) (Li 1997).

Two mechanisms have been suggested to explain the hypermutability of microsatel-
lites. (For a recent review, see Chistiakov et al. 2006.) The first involves polymerase
slippage during DNA replication, resulting in differences in the number of repeat units
(Levinson and Gutman 1987, Tautz et al. 1989). Transient dissociation of the replicat-
ing DNA strands followed by subsequent reassociation (Schlétterer et al. 1991,
Richards and Sutherland 1994) would lead to slippage of the two strands, leading to
the change of repeat numbers in the newly replicated DNA. Direct studies of human
families have shown that new microsatellite mutations usually differed from the
parental allele by only one or two repeats (Weber and Wong 1993), favoring a stepwise
mutation model (see review by Estoup and Cornuet 1999) due to polymerase slippage.
Microsatellite stability is controlled at multiple steps in vivo through the DNA mis-
match repair (MMR) system, as shown for Escherichia coli, yeast, and humans (Sia
et al. 1997). MMR proteins are found in a wide variety of taxa and are responsible for
the correction of replication mistakes and suppression of the recombination between
diverged sequences (Kolodner and Marsischky 1999). If the MMR system is defective,
coding sequences with tandem repeats become subject to mutations, for example in
tumor tissues (Sia et al. 1997). High-frequency microsatellite instability, therefore,
plays a pivotal role in carcinogenesis (Atkin 2001). Both minor and major MMR genes
contain short (A), tracts in their coding regions, which are highly vulnerable to sponta-
neous deletion or insertion mutations, that could result in the inactivation of the MMR
gene and hence cause MMR deficiency (Chang et al. 2001).

The second mechanism involves nonreciprocal recombination within the SSRs,
leading to production of significantly larger and smaller alleles (Jakupciak and Wells
2000). In a few fish species, we have observed alleles with very large differences in
repeat numbers, predictive of a infinite allele model (Balloux and Lugon-Moulin
2002), as well as alleles with differences of just one repeat unit, characteristic of the
stepwise mutation model. Regardless of specific mechanisms, changes in numbers of
repeat units can result in a large number of alleles at each microsatellite locus in a
population. For evolutionary studies in populations, however, most often the stepwise
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mutation model is assumed, right or wrong, as individuals with a similar number of
repeats are regarded to be more closely related than those with a large difference in
their numbers of repeats.

Inheritance of Microsatellites

Microsatellites are inherited in a Mendelian fashion as codominant markers. This is
one of the strengths of microsatellite markers in addition to their abundance, even
genomic distribution, small locus size, and high polymorphism.

Genotyping of microsatellite markers is usually straightforward. However, due to the
presence of null alleles (alleles that cannot be amplified using the primers designed),
complications do exist. As a result, caution should be exercised to assure the patterns of
microsatellite genotypes fit the genetic model under application (Figure 5.2).

The disadvantage of microsatellites as markers include the requirement for exist-
ing molecular genetic information, the large amount of up front work for microsatel-
lite development, and the tedious and labor intensive nature of microsatellite primer
design, testing, and optimization of PCR conditions. Each microsatellite locus has to
be identified and its flanking region sequenced for the design of PCR primers. Due to
polymerase slippage during replication, small size differences between alleles of a
given microsatellite locus (as little as 2 bp in a locus comprised of dinucleotide
repeats) are possible. Because of this, PCR-amplified microsatellite DNA was tradi-
tionally labeled radioactively, separated on a sequencing gel, and then exposed on X-
ray film overnight (Sambrook et al. 1989). Significant increases in the number of
samples that can be typed in a day have been achieved by using automated fluorescent
sequencers coupled with computer imaging systems (O’Reilly and Wright 1995).

The large number of alleles per locus results in the highest heterozygosity and
polymorphic information content (PIC) values of any DNA markers. Microsatellites
have recently become an extremely popular marker type in a wide variety of genetic
investigations, as evidenced by the recent debut of the journal Molecular Ecology
Notes, dedicated almost entirely to publishing primer and allele frequency data for
newly characterized microsatellite loci in a wide range of species. Over the past
decade, microsatellite markers have been used extensively in fishery research including
studies of genome mapping, parentage, kinships, and stock structure (see O’Connell
and Wright 1997 for a review). A cursory online literature search produced more than
500 entries since 1998 involving the use of microsatellites in such studies.

Development of Microsatellite Markers

Technically, the simplest way to identify and characterize a large number of
microsatellites is through the construction of microsatellite-enriched small-insert
genomic libraries (Orstrander et al. 1992, Lyall et al. 1993, Kijas et al. 1994, Zane et al.
2002). In spite of the variation in techniques for the construction of microsatellite-
enriched libraries, the enrichment techniques usually include selective hybridiza-
tion of fragmented genomic DNA with a tandem repeat-containing oligonucleotide
probe and further PCR amplification of the hybridization products. Libraries highly
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Figure 5.2. Various segregation patterns and the predicted genotypes.

enriched by tandem repeats have been constructed for many organisms, including fish
such as Lophius sp. (Garoia et al. 2003), gilthead sea bream Sparus aurata (Zane et al.
2002), and Nile tilapia (Carleton et al. 2002).

In spite of the simplicity in the construction of microsatellite-enriched libraries and
thereby the identification and characterization of microsatellite markers, for large
genome projects, the real need of direct microsatellite marker development may not
be the wisest approach. This is because microsatellites derived from enriched libraries
most often are from anonymous genomic regions and thus are Type II markers.
O’Brien (1991) divided molecular markers into Type I markers associated with
genes of known functions and Type II markers associated with anonymous genomic
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sequences. Microsatellites usually represent Type II markers, since by chance more
than 90% of the genome are noncoding regions. Type II markers most often cannot be
used for comparative genome studies across a wide spectrum of species. More impor-
tantly, microsatellites can be identified and sequenced directly from genome
sequence surveys such as BAC end sequencing (see Chapter 15), and from EST analy-
sis from which many microsatellites can be developed into Type I markers (Liu et al.
1999, Serapion et al. 2004).

Type I markers are more difficult to develop (Liu et al. 1999b, Liu and Cordes
2004a). Although nongene sequences are free to mutate, causing higher levels of
polymorphism, sequences within protein-coding regions generally show lower levels
of polymorphism because of functional restraints. The most effective and rapid way
for producing Type I microsatellites is the sequencing of clones from cDNA libraries.
Both 5°- and 3’-ends of cDNA clones can be sequenced to produce ESTs (see Chap-
ter 20). Such collections provide a robust sequence resource that can be used for gene
discovery and annotation, as well as for the identification of gene-associated
microsatellite markers for comparative genetics (Liu 2003, Serapion et al. 2004).

Microsatellites can be searched in EST sequence databases. However, the pre-
requirement for the development of Type I microsatellites is the access to sufficient
sequence information. For instance, in the channel catfish, generation of 45,000 EST
sequences allowed the identification of thousands of microsatellites (Serapion et al.
2004). Sequence analysis of 1,909 ESTs from a skin cDNA library of Ictalurus puncta-
tus revealed the presence of 89 (4.7% of 1,909) microsatellite-containing genes (Karsi
et al. 2002). Screening of 1,201 ESTs from a channel catfish brain cDNA library
yielded 88 (7.3%) clones with microsatellites (Ju et al. 2000). It is therefore, reason-
able to argue that one does not have to spend resources to intentionally develop
microsatellite markers that not only take time and effort but are mostly Type II mark-
ers. Instead, identification of microsatellite markers from EST resources should gen-
erate mostly Type I markers. Likewise, many microsatellites can be identified from
BAC end sequences that fulfill two duties with one action (Xu et al. 2006).

Caution has to be exercised, however, on microsatellites developed from ESTs.
First, due to the presence of introns, one has to be careful not to design primers at the
exon-intron boundaries. Second, the presence of introns would make allele sizes
unpredictable. Finally, many microsatellites exist at the 5’- or 3’-UTR, making flank-
ing sequences not sufficient for the design of PCR primers. Although introns are not a
problem for microsatellites derived from BAC end sequencing, sequencing reactions
often terminate immediately after the microsatellite repeats, also making flanking
sequences not sufficient for the design of PCR primers. Additional sequencing would
be required for the development of microsatellite markers from these sequences with
SSRs at the ends.

Applications of Microsatellite Markers

Microsatellite markers, one of the many types of molecular markers, are ideal for many
types of applications. Microsatellites are the most useful type of molecular markers for
genetic linkage mapping, and they are anticipated to remain as the markers of choice
for the construction of linkage maps, especially for framework linkage maps. The fun-
damental reason for this is because of their high polymorphism, high abundance, small
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Table 5.1. Some examples of linkage maps constructed with microsatellite markers in aqua-
culture species.

Species Common name References

Salmo trutta Brown trout Gharbi et al. 2006
Dicentrarchus labrax European sea bass Chistiakov et al. 2005
Oreochromis spp. Tilapia Kocher et al. 1998, Agresti

et al. 2000, McConnell et al.
2000, Lee et al. 2005

Plecoglossus altivelis Ayu Watanabe et al. 2004

Xiphophorus Walter et al. 2004

Salvelinus alpinus Arctic char Woram et al. 2004

Salmo salar Atlantic salmon Gilbey et al. 2004, Moen
et al. 2004

Oncorhynchus mykiss Rainbow trout Sakamoto et al. 2000,
Nichols et al. 2003

Ictalurus punctatus Channel catfish Waldbieser et al. 2001

Danio rerio Zebrafish Knapik et al. 1998, Shimoda
et al. 1999

Crassostrea gigas Pacific oyster Hubert and Hedgecock 2004

Crassostrea virginica Eastern oyster Yu and Guo 2003

Seriola Yellowtails Ohara et al. 2005

quinqueradiata and

Seriola lalandi

Cyprinus carpio Common carp Sun and Liang 2004
Paralichthys olivaceus Japanese flounder Coimbra et al. 2005

locus size, and codominance of inheritance, so all four alleles from a pair of parents can
be observed from the gel. In addition, because microsatellite markers are sequence-
tagged markers, integration with a physical map is possible.

Some examples of genetic linkage maps constructed using microsatellites are listed
in Table 5.1. An excellent review was just published by Chistiakov and others (2005) in
which various applications of microsatellites were discussed; interested readers are
referred to this review. In Chapter 8, use of microsatellite markers for stock analysis and
parentage analysis is described. Chapter 9 describes methodologies involving the use of
microsatellites and other markers for population analysis. The use of microsatellite
markers for the construction of genetic linkage maps is the subject of Chapter 10. QTL
mapping involving the use of microsatellite markers are described in Chapter 11.

Assessing the Utility of Markers

Mostly, the number of alleles and allele frequencies measure informativeness of a
genetic marker. Specific parameters have been developed through the course of
marker development and application in the last two decades. These parameters
include two measures of marker informativeness: heterozygosity and polymorphic
information content. In addition, the efficiency of marker systems can be evaluated
based on the mean number of polymorphic genetic markers per assay. Genotyping
errors and multiplex ratio are also used to measure the utility of molecular markers.
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Genotyping errors reflect the reproducibility of the marker assay and clarity of the
marker genotypes. Multiplex ratio refers to the number of simultaneously assayed
loci. In the case of microsatellites, multiplex ratio indicate the number of loci for
which PCR primers are compatible for multiplex PCR, and their products are distinct
allowing simultaneous analysis on the same gel run.

Heterozygosity (H)

Heterozygosity is a widely used measure of marker informativeness. The informative-
ness of a genetic marker increases as H increases. The heterozygosity of a genetic
marker is estimated by the number of alleles and their relative frequencies. Heterozy-
gosity is a function of the individuals and populations sampled. When individuals are
sampled from genetically narrow or genetically isolated populations, fewer alleles and
a higher frequency of monomorphic loci can be expected than when individuals are
sampled from genetically diverse populations. Heterozygosity is defined with the fol-
lowing formula:

k
H=1-) Pi (5.1)
i=1

where P, is the frequency of the ith allele and & is the number of alleles (Nei and Roy-
choudhury 1974, Ott 1992).

Heterozygosity, as its name suggests, is an estimate of probability that a randomly
sampled individual is heterozygous when the individuals are sampled from outbred
populations. For instance, if a microsatellite has three alleles in the population with a
frequency of 10%, 30%, and 60%, H value for this population would be H = 1—(0.12 +
0.3% + 0.6%) = 0.54. In other words, assuming random mating, the probability of finding
a random individual in this population to be heterozygous is 54%.

From the above formula, it is obvious that when the number of alleles is given, the
more equal the distribution of all alleles, the greater the H value is; when the allele
frequencies are given, the greater the number of alleles, the greater the H value is.
For instance, if a population contains two alleles of a microsatellite locus with 10%
and 90% frequency each for the two alleles, H value for this microsatellite locus is
0.18. For this microsatellite locus, if the allele frequency of the two alleles is 50%
each, then the H value becomes 0.5. If the population has two alleles, then each of the
two alleles has a frequency of 50% and the H value would be 0.5. If the population has
10 alleles with 10% each, then the H value would be 0.9.

Polymorphic Information Content

Another measure of the marker informativeness in outbred species is the polymor-
phic information content (PIC) (Botstein et al. 1980). PIC is defined by the following

formula:
k k-1 k
PIC=1-) pi2-Y Y 2Pi2P}? (5.2)
i=1

i=1 j=i+l
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In the above example, the population has three alleles with allele frequency of
10%, 30%, and 60%. The PIC value should be calculated as:

PIC =1-[(0.1)2+(0.3)2 +(0.6)2]-[2x(0.1)2 x(0.3)?
+2x(0.1)2x(0.6)% +2x(0.3)? x(0.6)?]=0.4662 (5.3)

Because of the complexities in deriving PIC, for practical purposes in most cases,
H values are used rather than PIC. PIC is always slightly smaller than H, but in most
cases is close enough to H so it would not make a major difference. Interested readers
are referred to Botstein and others (1980) for more information on PIC.

Mean Heterozygosity

Mean heterozygosity is a useful measurement when dealing with multiple markers or
marker types. The mean heterozygosity of n genetic markers is

n
H :1—2Hj/n (5.4)
j=1

where H. is the heterozygosity of the jth genetic marker. H,_ can be estimated with or
without monomorphic markers (depending on the context of the analysis). To distin-
guish between the two cases, let H  be the mean heterozygosity estimated from
polymorphic markers only and H be the mean heterozygosity estimated from poly-
morphic and monomorphic markers. Powell and others (1996) compared the infor-
mativeness and multiplex ratios of RFLP, AFLP, RAPD, and microsatellite markers
in soybeans and proposed estimating the mean heterozygosity of genetic markers by
summing over monomorphic and polymorphic genetic markers when comparing
markers with different multiplex ratios:

n
p

HTav - pz Hj / np (55)
j=1

where H; is the heterozygosity of the jth polymorphic genetic marker, n, is the num-
ber of polymorphic genetic markers, and p is the percentage of polymorphic markers
(number of polymorphic markers over the sum of the polymorphic and monomorphic
markers).

The Mean Number of Polymorphic Genetic Markers per Assay

The mean number of polymorphic genetic markers per assay is the product of the
mean number of bands per assay and mean heterozygosity:

P =mH (5.6)

ayv T
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where m is the mean number of bands per assay, and HT is the average heterozygosity.
This measurement takes both the heterozygosity and the efficiency of the markers into
consideration. For instance, AFLP is much more efficient in producing polymorphic
bands than RFLP and it has a greater mean number of polymorphic genetic markers
per assay. For example, 10 AFLP primer combinations produce a total of 1,000 bands
(100 per AFLP assay on average) and 10 RFLP marker assays produce a total of 12
bands (8 RFLP probes produce 1 band each, and the other 2 RFLP probes produce 2
bands each). If H;. = 0.2 for the AFLP markers and H,. = 0.52 for the RFLP markers
(clearly in this case even though the heterozygosity is lower with AFLP markers than
RFLP markers for individual markers), then P_ for the AFLP markers is 20, whereas
that for the RFLP markers is only 0.624. Thus, the AFLP markers are 20/0.624 = 32.05
times more informative than the RFLP markers on a per assay basis. Multilocus finger-
printing techniques such as RAPD and AFLP should have a higher mean number of
polymorphic genetic markers per assay than single locus marker systems such as RFLP
and microsatellites.

Conclusion

Microsatellite markers have been and likely will remain the marker type of choice for
genome research because of their high polymorphism, high abundance, small locus
size, even genomic distribution, and codominance of inheritance. Microsatellites have
the highest heterozygosity among all marker types because of their high number of
alleles. Because most RFLP and SNP markers are regarded as biallelic markers, they
have a maximal heterozygosity value of 0.5 (when the two alleles have equal allele fre-
quencies). RAPD and AFLP are both biallelic dominant markers, and they can have a
maximal heterozygosity of 0.5 as well. Thus, microsatellites are most informative as
genetic markers. This feature makes microsatellites the unique marker system for
identification of individuals such as parentage analysis, as shown in Chapter 8, as well
as the choice of markers for many other types of applications.

The major application of microsatellite markers is for the construction of genetic
linkage and QTL maps. This is also because of the high polymorphic rate of
microsatellite markers. When a resource family is produced, the male and female fish
parents are likely heterozygous in most microsatellite loci. The high polymorphism of
microsatellites makes it possible to map many markers using a minimal number of
resource families.

There are other reasons for the popularity of microsatellites. One of these is
because microsatellites are sequence-tagged markers that allow them to be used as
probes for the integration of different maps including genetic linkage and physical
maps. Communication using microsatellite markers across laboratories is easy, and
use of microsatellite across species borders is sometimes possible if the flanking
sequences are conserved (FitzZSimmons et al. 1995, Rico et al. 1996, Leclerc et al.
2000, Cairney et al. 2000). As a result, microsatellites can be used also for compara-
tive genome analysis. If microsatellites can be tagged to gene sequences, their poten-
tial for use in comparative mapping is greatly enhanced.

Development of microsatellite markers has traditionally been conducted by the
development of microsatellite-enriched DNA libraries. However, this may not be the
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most optimal situation for genome research. In most cases, EST and BAC end sequence
resources are needed earlier or later. Therefore, direct investment into resource devel-
opment involving EST and BAC end sequencing may prove to be very effective.
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Chapter 6
Single Nucleotide Polymorphism (SNP)

Zhanjiang Liu

Single nucleotide polymorphism (SNP) describes polymorphisms caused by point
mutations that give rise to different alleles containing alternative bases at a given
nucleotide position within a locus. Such sequence differences due to base substitu-
tions have been well characterized since the beginning of DNA sequencing in 1977,
but the ability to genotype SNPs rapidly in large numbers of samples was not possible
until several major technological advances in the late 1990s. With the development of
the TagMan technology, gene chip technology, pyrosequencing, and MALDI-TOF,
which is matrix-assisted laser desorption ionization-time of flight mass spectrometry
(Haft et al. 1997, Tost et al. 2005), SNPs are again becoming a focal point in molecular
marker development because they are the most abundant polymorphism in any organ-
ism (as shown in Table 6.1), adaptable to automation, and reveal hidden polymor-
phism not detected with other markers and methods. SNP markers are regarded by
many as the projected markers of choice for the future. In this chapter, I will summa-
rize methods for SNP discovery, review the traditional approaches for SNP genotyp-
ing and their principles, present several major platforms for SNP genotyping using
recently developed technologies, and discuss the pros and cons of SNP markers for
aquaculture genome research.

What Are SNP Markers and Why Are They the Future
Markers of Choice?

SNP can be defined as base variation at any site of the genome among individuals, or an
alternative base at a given DNA site (Figure 6.1). Single nucleotide polymorphisms are
by no means new. They were noticed ever since DNA was sequenced back in 1977. They
were not used as markers for two decades because of the lack of efficient genotyping
technologies. The differences between alleles of SNPs are very small; the length is the
same, the only difference is one base substitution, most often from A to G, or from Cto T.
Separation of such subtle differences requires special technologies. After two decades of
genetic analysis, there are several types of very efficient DNA markers. As pointed out by
Vignal and others (2002) in their review on SNP markers, in terms of genetic information
provided, as simple biallelic codominant markers, SNPs can be considered to be a step
backward when compared to the highly informative multiallelic microsatellites (Middle-
ton et al. 2004, John et al. 2004, Lin et al. 2005, Ma et al. 2005, Thalamuthu et al. 2005).
Why are SNPs regarded as the choice marker system of the future? The major reasons
include the recent need for very high densities of genetic markers for the studies of multi-
factorial diseases (Schaid et al. 2004, Kim et al. 2005, Wilcox et al. 2005, Xiang et al. 2005)
and the recent progress in polymorphism detection and genotyping techniques. Because
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Table 6.1. Estimation of SNP rates in various organisms.

Genome or ™ One SNP
Organism genes studied  Value per DNA  References
Human Genome 0.0008  1,250bp  Sachidanandam et al. 2001
Mouse Genome 0.0096 104 bp Abe et al. 2004
Bos taurus and Amyloid 0.019 52.6 bp Konfortov et al. 1999
B. indicus
Bos taurus and Leptin 0.0026 384 bp Konfortov et al. 1999
B. indicus
Bos taurus Amyloid 0.0096 104 bp Konfortov et al. 1999
Bos taurus Leptin 0.0023 434 bp Konfortov et al. 1999
Bos taurus Cytokine 0.0022 443 bp Heaton et al. 2001
Chickens 31kbsurvey  0.0044  225bp Schmid et al. 2000
Chickens ESTs 0.00047 2,119bp  Kim et al. 2003
Channel and blue catfish 161 ESTs 0.013 76 bp He et al. 2003

cacgccgaattatcactg
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Figure 6.1. SNPs are alternative bases at a given site of DNA.

SNPs represent the ultimate reason for differences among individuals, and their analyses
are most adaptable to automation, they are once again becoming the most popular
molecular markers (Lai et al. 2001, Rafalski et al. 2002).

SNP Discovery

In spite of its increasing popularity as the choice of markers for the future, SNP dis-
covery is a daunting task because as stated in its definition, single nucleotide polymor-
phism discovery depends on sequencing. Several approaches have been used for the
discovery of SNPs in humans and animals. Earlier efforts used approaches such as
single-strand conformation polymorphism (SSCP) analysis (Gonen et al. 1999), het-
eroduplex analysis (Sorrentino et al. 1992), and direct DNA sequencing. However,
several recently developed approaches provide greater efficiencies.

The first option and the simplest is to conduct direct sequencing of genomic poly-
merase chain reaction (PCR) products obtained from different individuals. However,
two factors really limit the use of this strategy. First, this approach requires the use of
locus-specific PCR primers, and when large numbers of loci are involved, this approach
is costly. Second, accurate sequencing of PCR products for the discovery of SNPs can be
a great challenge. Dealing with sequencing ambiguities while attempting to identify
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SNPs is not an easy job. Sequencing artifact with double peaks cannot be distinguished
from true heterozygotes. In addition, for many aquaculture species, sequence informa-
tion is limited.

The second strategy involves data mining from Expressed Sequence Tag (EST)
projects, if EST libraries were constructed using multiple individuals. This approach
is realistic because EST resources already exist, or are to be developed for the major-
ity of important aquaculture species. This approach is advantageous in that the SNPs
are coming from genes and many of them can come from coding regions and, there-
fore, the SNPs discovered are Type I markers. Also the coding region SNPs would
allow analysis of association of SNPs with traits for the discovery of the “causing
SNPs” for the traits (Bader 2001, Marnellos et al. 2003, Halldorsson et al. 2004, Stram
2004). However, this approach has major limitations. Because of evolutionary
restraint on mutations in coding regions, SNP rates are generally much lower in cod-
ing regions than in noncoding regions. In addition, in some rare cases, sequence vari-
ation in ESTs may not represent SNPs in the genome due to RNA editing.

The third approach involves data mining from genome sequencing projects.
Sequence comparisons in overlapped bacterial artificial chromosome (BAC)
clone regions can be used for the discovery of SNPs. This approach depends heavily on
genetic background of the DNA used for the construction of BAC libraries. Obviously,
only SNPs that reside within the overlapping BAC regions can be discovered. More
importantly, this approach is not applicable for species without a whole-genome
sequencing project, which is the case currently for almost all aquaculture species.

The fourth approach is called reduced representation shotgun sequencing (RRS)
(Altshuler et al. 2000). This approach is based on the fact that genomic segments of
the same origin with the same size will migrate to the same position in gel elec-
trophoresis. In this approach, DNA from multiple individuals (and in the case of
humans, many individuals from all ethnic groups) is mixed together, cleaved with a
restriction enzyme, and separated on agarose gels. A subset of the genomic digest
contained within a slice of the gel is cloned and subjected to sequencing. A 2-5 fold
shotgun sequencing is conducted to generate overlapping sequences, allowing
sequence alignment and SNP discovery.

Traditional Approaches for SNP Genotyping

Unlike microsatellites, for which genotyping is standard with PCR amplification
and sizing, many approaches have been considered for SNP genotyping. Traditional
methods available for SNP genotyping include direct sequencing, single base sequenc-
ing (reviewed by Cotton 1993), allele-specific oligonucleotide (ASO) (Malmgren et al.
1996), heteroduplex analysis, denaturing gradient gel electrophoresis (DGGE)
(Cariello et al. 1988), SSCP assays (Suzuki et al. 1990), and ligation chain reaction
(LCR) (Kalin et al. 1992). Each approach has its advantages and limitations, but all
are useful for SNP genotyping, especially in small laboratories limited by budget and
labor constraints. Large-scale analysis of SNP markers, however, depends on the
availability of expensive, cutting-edge equipment. Obviously, direct sequencing is the
most accurate way of SNP genotyping, but the cost, efforts, and time requirement
made it impractical.
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Single-base Sequencing (Primer Extension Typing, PET)

Sequence only one base or analyze the primer extension product under conditions only
one base is allowed to be extended. In this procedure, the sequencing primer is designed
with its last base ends one base ahead of the SNP sites. The primer is extended only one
base by using dideoxynucleotide triphosphates (ddNTP). The primer extension product
is then analyzed on a sequencing gel.

Allele-specific Oligo Hybridization (ASO)

This approach uses the principle of reverse Southern blot hybridization. Oligo primers
with SNPs are synthesized and immobilized on a solid support. Genomic DNA is then
amplified and used to hybridize to the oligos. Hybridization is conducted in strictly
controlled temperature regimes so that the perfectly matched oligo hybridizes, but the
oligo with a single mismatch does not.

Single-strand Conformation Polymorphism (SSCP)

SSCP relies on the fact that within a short DNA segment (usually no more than 300
base pairs [bp]), a single base change in the sequence can cause major changes in single-
stranded conformation that is a reflection of the secondary structure of single-stranded
DNA upon hairpin formation and minor base pairings (Figure 6.2). In the procedure,
double-stranded DNA is first generated by PCR, followed by denaturation and forma-
tion of single-stranded structures by self-annealing under relative diluted concentra-
tions that favors formation of single-stranded conformation over annealing between the
two strands. The SSCP is then analyzed on nondenaturing gels.

; §

b &=

Figure 6.2. Schematic presentation of conformational changes due to single base substitu-
tions. Note the conformations drawn are by no means a reflection of a real situation, but just an
illustration of major conformation change. A single nucleotide change by base substitutions can
lead to major changes in conformation of the single-stranded DNA, allowing allelic variations
of SNPs to be differentiated by nondenaturing gel electrophoresis.
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Heteroduplex Analysis

This approach relies on the fact that heteroduplexes run slower in gels than the
homoduplexes. Upon amplification of a specific locus, the PCR products are sub-
jected to heteroduplex analysis. In this procedure, the PCR products are first heat-
denatured, and then allowed to re-anneal among strands. Three annealing products
will be formed: two homoduplex representing the two genotypes with the SNP and
one heteroduplex annealed between the molecules with SNP (Figure 6.3). Two types
of heteroduplexes are common. Mutations involving deletions often lead to the for-
mation of a bulge type of heteroduplex that can be readily differentiated on agarose
gels, while base substitutions often lead to the formation of a bulb type of hetero-
duplex that requires a special gel mix to differentiate the heteroduplex from homo-
duplex (Bhattacharyya and Lilley 1989).

Denaturing Gradient Gel Electrophoresis (DGGE)

The principle of this technique is to separate DNA strands, based on their actual base
composition, or the ratio of GC to AT base pairs that make up a particular segment
of DNA. This is accomplished by exposing the DNA to a gradient of denaturant at
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Figure 6.3. The principles of heteroduplex analysis.
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elevated temperatures within a polyacrylamide gel. As the DNA sample progresses
through the gel, from a low denaturant concentration to a higher one, it starts to melt
at varying points. This is akin to the DNA “unzipping.” The higher the GC content of
the sample, the harder it is to melt. Thus, the DNA sample is able to progress further
into the gel before stopping. Samples with lower GC content melt more rapidly in
comparison. Therefore, they progress more slowly within the gel, thus becoming sepa-
rated from the other faster-moving strands of DNA.

Ligation-mediated PCR

DNA ligases catalyze covalent joining of two DNA strands on the DNA template at a
nick junction. The strict requirement of a base pair complementarity at the nick junc-
tion has been exploited for development of ligase-based technologies aimed at detec-
tion of sequence variations. After discovery of thermostable ligases, methods employing
amplification of the diagnostic signal through repeated cycles of denaturation, anneal-
ing, and ligation have been developed analogous to PCR. The test is usually performed
by designing two oligonucleotides specific for each allele and labeled differently on one
side of SNP, and one common oligonucleotide on the other. Detection of the alleles can
be performed directly in the microtiter plate wells by colorimetric approaches (Tobe
et al. 1996), or by gel separations.

Recently Developed SNP Genotyping Approaches and Platforms

Several options are available for efficient genotyping using state-of-the-art equipment.
Particularly popular are methods involving MALDI-TOF mass spectrometry (Ross
et al. 1998, Storm et al. 2003), pyrosequencing (Ahmadian et al. 2000, Alderborn et al.
2000, He et al. 2003), TagMan allelic discrimination (Li et al. 2004), real-time quantita-
tive PCR (Nurmi et al. 2001), and the use of microarray or gene chips (Hacia et al.
1999). Mass spectrometry and microarray technologies require a large investment in
equipment. The equipment for pyrosequencing and quantitative PCR is generally less
than $100,000, and should be more affordable for laboratories working in the arca of
aquaculture genetics. Another consideration is the expense of genotyping in relation to
sample sizes. Microarray (gene chip) technology and quantitative PCR are particularly
useful in medical and clinical settings where large numbers of samples (thousands of
individuals per locus) are involved and that can justify the cost involved in the develop-
ment of the gene chips and hybridization probes. Mass spectrometry and pyrosequenc-
ing are relatively cost-effective (after acquisition of the equipment) when working with
relatively small sample sizes (e.g., hundreds of individuals per locus), as is most likely
the case in aquaculture research.

In addition to these major platforms, several recently developed SNP genotyping
systems are particularly adaptable for situations involved in aquaculture genomics.
The SnapShot SNP detection system and the invader assay are especially attractive
because of their ease to automation. The principles of several SNP genotyping sys-
tems are described below.
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TagMan Technology

TagMan technology integrates a PCR-based assay with laser scanning technology to
excite fluorescent dyes present in the specially designed TagMan probes. Its use in SNP
genotyping is based on allele-specific hybridization. Briefly, the method is based on the
5'-3" exonuclease activity of the 7ag DNA polymerase that results in cleavage of the
TagMan probes, allowing fluorescence to be emitted during PCR; the intensity of fluo-
rescence is then measured by a Sequence Detection System. The TagMan probe is
located between the two PCR primers and has a melting temperature 10°C higher than
that of the primers; binding of the TagMan probe prior to the primers is crucial because
without it PCR products would be formed without generation of fluorescence intensity
and thus without being detected. The TagMan probe has two fluorescent tags attached
to it. One is a reporter dye, such as 6-carboxyfluorescein (FAM), which has its emission
spectra quenched due to the spatial proximity of a second fluorescent dye, 6-carboxy-
tetramethyl-rhodamine (TAMRA). Degradation of the TagMan probe, by the Taq
DNA polymerase, frees the reporter dye from the quenching activity of TAMRA and
thus the fluorescent activity increases with an increase in cleavage of the probe, which
is proportional to the amount of PCR product formed (Figure 6.4). For SNP detection,
two TagMan probes are designed with one for each allele, and they are labeled with dif-
ferent fluorescent dye (e.g., VIC dye is linked to the 5’ end of the Allele 1 probe. FAM
dye is linked to the 5" end of the Allele 2 probe). Tag DNA polymerase cleaves only
probes that are hybridized to the target. Mismatches between a probe and target
reduce the efficiency of probe hybridization. Furthermore, DNA polymerase is more
likely to displace a mismatched probe without cleaving it, which does not produce a
fluorescent signal.

The Invader Assay

The invader assay enables simultaneous detection of two different alleles (e.g., Ryan
et al. 1999, Kwiatkowski et al. 1999, Cooksey et al. 2000, Hsu et al. 2001). Two oligonu-
cleotide probes (an allele-specific primary probe and an invader probe) hybridize in
tandem to the target DNA to form a specific overlapping structure (Figure 6.5). The
5’-portion of the primary probe contains a 5'-Flap that is noncomplementary to the tar-
get DNA and therefore cannot hybridize to the target sequence. The 3'-end of
the invader probe overlaps the primary probe by a single base at the SNP site. A cleav-
age enzyme (Flap endonuclease I) recognizes the overlapping structure and cleaves the
5’-Flap on the primary probe at the base of the overlap releasing it as a target specific
product. If the probe does not hybridize perfectly at the site of interest, no overlapping
structure is formed, no cleavage occurs, and the target-specific product is not released.

The invader assay consists of two primary probes and two invader probes, with
each set of primary probes and invader probes specific to Allele 1 or Allele 2, respec-
tively, generating two target-specific products.

The target specific 5'-Flap oligos are involved in a secondary reaction for quantifica-
tion of the fluorescent signals. The released target-specific 5'-Flap oligos act as invader
probes on a fluorescent resonance energy transfer (FRET) cassette leading to the for-
mation of an overlapping structure that is recognized by the cleavage enzyme. When the
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Figure 6.4. The TagMan 5’-3' nuclease assay. PCR primers 1 and 2 and a 7agMan probe,
labeled with a reporter dye, FAM, (R) and a quencher dye, TAMRA, (Q), bind to the DNA
template. The 3’ phosphate group (P) prevents extension of the TagMan probe. The presence
of the enzyme, Tag polymerase, enables extension of the primer which displaces the TagMan
probe. The displaced probe is cleaved by Tuag DNA polymerase resulting in an increase in rela-
tive fluorescence of the reporter.

FRET cassette is cleaved, a fluorophore is released from a quencher, generating a
fluorescence signal. There are two signal fluorophores attached to two different FRET
cassettes that are spectrally distinct and specific to either allele of the biallelic system.
The ratios of the two fluorescent signals then allow a genotype to be assigned.

MALDI-TOF Mass Spectrometry Platform

SNP genotyping using MALDI-TOF mass spectrometry involves PCR of the SNP
region, annealing of a primer immediately ahead of the mutation spot, primer exten-
sion using dideoxy nucleotides, and mass spectrometric analysis based on molecular
size of the primer extension products (Lawrence et al. 1997). It is one of the most eftfi-
cient SNP genotyping methods and can perform 60,000 genotypes a day.

DNA Chip Platform for SNP Genotyping

Genotyping of SNP using the DNA chip technology can be viewed as the very high
density of allele-specific oligo analysis as discussed above. A DNA chip is a small
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Figure 6.5. A schematic presentation of the invader assay of SNPs. (Also see color plate.)

piece of silicon glass (approximately 1 cm?) to which a large number of synthetic,
single-stranded DNA oligonucleotides (“oligos™) have been chemically bonded. Oli-
gos function as DNA probes. They anneal selectively only to those DNA molecules
whose nucleotide sequences are exactly complementary—T pairs with A, and G with
C. Therefore, they can be used to identify the presence of specific DNA sequences in
a heterogeneous mixture of genes. DNA chips can be used to look for DNA
sequences that differ by SNPs. To determine which alleles are present, genomic DNA
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from an individual is isolated, fragmented, tagged with a fluorescent dye, and applied
to the chip. The genomic DNA fragments anneal only to those oligos to which they
are perfectly complementary.

The Beadarray Platform (The GoldenGate Assay)

Very recently, a Beadarray platform was developed by [llumina (Fan et al. 2003). As this
platform provides the greatest flexibility, has the highest troughput, and is one of the
most economical platforms (pennies per genotype), the Illumina’s GoldenGate assay
has become the most popular large-scale SNP assay. The allele discrimination at each
SNP locus is achieved by using three oligos (P1, P2, and P3, each is tailed at 5" with
sequence A, B, and C, respectively, serving as universal primers for PCR), of which P1
and P2 are allele-specific and are Cy3- and Cy5-labeled. P3 is locus-specific designed
several bases downstream from the SNP site. If the template DNA is homozygous,
either P1 or P2 will be extended to meet P3; if the template is heterozygous, both P1 and
p2 will be extended to meet P3, allowing ligation to happen. Upon ligation, the artificial,
allele-specific template is created for PCR using universal primers. P3 contains a unique
address sequence that targets a particular bead type with a complementary sequence to
the address sequence. After downstream-processing, the single-stranded, dye-labeled
DNAs are hybridized to their complement bead type through their unique address
sequences. After hybridization, the BeadArray Reader is used to analyze flourescence
signal on the Sentrix Array Matrix or Beadchip, which is in turn analyzed using software
for automated genotype clustering and calling. Most recently, an even higher through-
put system called iSelect Infinium Custom Genotyping was launched by Illumina, allow-
ing tens of millions of genotypes to be determined simultaneously. Although the
equipment performing the GoldenGate and iSelect assays are expensive, genotyping
services are available. Interested readers are referred to the company’s web site
(http://www.illumina.com/). Undoubtedly, such efficient systems will have a tremen-
dous impact on aquaculture genome research as well as on medical genomics.

Inheritance of SNP Markers

Theoretically, a SNP within a locus can produce as many as four alleles, each contain-
ing one of four bases at the SNP site—A, T, C, and G. Practically, however, most SNPs
are usually restricted to one of two alleles (quite often either the two pyrimidines C/T
or the two purines A/G) and have been regarded as biallelic. They are inherited as
codominant markers in a Mendelian fashion. Obviously, their polymorphic informa-
tion content (PIC) is not as high as multiallele microsatellites, but this shortcoming is
balanced by their great abundance.

Conclusion

With so many approaches for SNP discovery and genotyping, it is not easy to determine
the best approach. It all depends on the situation and objectives. Clearly, the genome
of a large number of aquaculture species will not be sequenced and therefore, SNP
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discovery in aquaculture species likely will come in the form of data mining using ESTs
and BAC end sequences, although limited efforts using targeted PCR or reduced RSS
are possible.

SNPs can be genotyped with a wide range of techniques and instrumentations, from
small-scale, low-budget to expensive high-throughput systems. For SNP genotyping, the
greatest determinants of the genotyping platform depend on the availability of equip-
ment. Given the availability of the equipment, considerations can be made based on
budget, number of markers, number of individuals, and the requirement for robustness.
In spite of its current low levels of application in aquaculture genome research, SNP
markers should gain in popularity as more and more sequence information becomes
available in aquaculture species. Equally important, once the genetic linkage maps are
well constructed, genome scans for quantitative trait loci (QTL) are expected to follow,
in order to study traits important to aquaculture, which then depends on the use of well-
defined association analysis. Because SNP markers are great markers for the analysis of
trait-genotype associations, their application to aquaculture will become essential. It
may be the case that a few laboratories working in aquaculture genomics will be able to
map a large number of SNPs to genetic maps, saving the trouble for most other labora-
tories that can concentrate on studies involving biology and aquaculture traits.
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Chapter 7
Allozyme and Mitochondrial DNA Markers

Huseyin Kucuktas and Zhanjiang Liu

In the first five chapters of this section, various marker systems were discussed including
restriction fragment length polymorphism (RFLP), random amplification of polymor-
phic DNA (RAPD), amplified fragment length polymorphism (AFLP), microsatellites,
and single nucleotide polymorphisms (SNP) that are all important to aquaculture
genome research. Here we present two additional types of markers—the allozyme
markers and the mitochondrial DNA markers. In spite of the very limited uses of
these two types of markers for the purpose of genome research, they have been among
the most popular markers in aquaculture and fishery research in the past.

Allozyme Markers

Genetic diversity measurements in aquaculture stocks are an essential part of an effec-
tive management strategy. Historically, these measurements relied on phenotypic or
qualitative markers that were used in classical genetics. Morphological differences such
as body dimensions, size, and pigmentation are some examples of phenotypic markers.
Genetic diversity measurements based on phenotypic markers are often indirect, and
inferential through controlled breeding and performance studies (Okumus and Ciftci
2003, Parker et al. 1998). Because these markers are polygenically inherited and have
low heritabilities, they may not represent the true genetic differences (Smith and
Chesser 1981). Only when the genetic basis for these phenotypic markers is known, can
some of them be used to measure genetic diversity. Molecular markers were developed
to overcome problems associated with phenotypic markers.

Many types of molecular markers are currently available to use in both aquaculture
and population genetics. These markers can be categorized in two types: protein and
DNA markers (Okumus and Ciftci 2003). In terms of variation source, on the other
hand, they are classified into three groups: allozyme markers, mitochondrial DNA
markers, and nuclear DNA markers. Allozymes are protein products of genes that are
encoded by a single gene locus. Since they represent genes of known function, they
are considered to be Type I markers (Liu and Cordes 2004).

The term “isozyme” refers to multiple biochemical forms of an enzyme having iden-
tical substrate specificity (or the same catalytic activities) within the same organism.
“Allozymes” or “allelic isozymes” are the different allelic forms of the same enzymes
encoded at the same locus (Hunter and Market 1957, Parker et al. 1998, May 2003).
Strictly speaking, allozymes represent different allelic forms of the same gene and
isozymes represent different genes whose products catalyze the same reaction. How-
ever, the two terms are usually used interchangeably. The variation detected in
allozymes may be the result of point mutations, insertions, or deletions (indels). It is
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believed that isozymes usually form as a result of gene duplication; however, there may
be other events (hybridization, polyploidization) that lead to the formation of isozymes.
The most common use of allozyme electrophoresis is to detect genetic variation in
natural populations. In the last 30 years, large amounts of allelic frequency data were
collected from many fish species for management purposes. Although use of allozyme
data in aquaculture appears to be limited compared to population studies in fisheries,
the aquaculture industry has long used this information for its development because
aquaculture and fisheries can not be separated from each other (Dunham 2004).
Allozyme electrophoresis in aquaculture is used for stock identification, parentage
analysis, inbreeding analysis, and limited genetic mapping (Liu and Cordes 2004).

Some Considerations Related to Allozyme Analysis

In most cases, sampling for allozyme analysis is lethal. Most commonly used tissues in
allozyme electrophoresis for analyzing the full range loci are muscle, liver, eye, and
heart samples that are freshly obtained from individual fish. Since enzymes are heat
labile, samples are either immediately processed and analyzed or properly frozen.
Sample preparation requires each tissue to be mechanically ground in a buffer, but a
sonicator can also be used for this purpose. However, heat generated during the soni-
cation process often yields poor resolution due to enzyme degradation. Because many
enzyme loci are used to detect genetic variability in fisheries and aquaculture, we will
not provide detailed descriptions of the allozyme assays, but rather provide a compre-
hensive list of the most frequently used allozymes (Table 7.1) with linkage to Internet
sources containing detailed descriptions and references.

Commonly used support media in allozyme electrophoresis are starch, cellulose
acetate, acrylamide, and agarose. With the consideration for cost, resolving power,
and electrophoresis time, starch gels are the most often used medium of support.

There is no single buffer system that will give a desirable resolving power with
starch electrophoresis. Every enzyme has its own optimal buffer systems. Interested
readers are referred to three published books on isozymes (Pasteur et al. 1987, Morizot
and Schmidt 1990, Richardson et al. 1986). These books are excellent sources of
information related to isozyme analysis.

Genotyping of allozyme gels can be complicated at times. Individual genotypes at
each locus are inferred from the banding patterns observed on the gels. Allele nomen-
clature and the locus identification in allozyme electrophoresis used in aquaculture
are based on the relative mobility of the proteins (Shaklee et al. 1990). Before using
electrophoretic data for genetic variation analysis, breeding data must be used to ver-
ify observed variation (Wolf et al. 1970). The variation detected by electrophoretic
data may not be limited to true genetic variation. In some exceptional cases, patterns
on the gels do not always fit the simple Mendelian inheritance. One of the complica-
tions is the presence of null alleles (Stoneking et al. 1981). The second one is the
sample artifact due to improper storage and processing. Some enzyme systems may
give different banding patterns due to pathological or environmental differences. The
pattern detected after gel staining depends on the quaternary structure of the
enzyme. Diploid organisms have two copies of each gene—one maternal, the other
paternal. However, in some cases there may be multiple copies of the same enzyme



Table 7.1. List of enzymes or other protein loci used in fish genetic research. The most com-
monly used enzymes were indicated with gray shading. The list was compiled from Shaklee et al.
1990 and BRENDA enzyme database (http://brenda.bc.uni-koeln.de/) (Schomburg et al. 2004).
*Gene functions are described in the Gene Ontology Web page (http://www.geneontology.org/).
By using either the E. C. number or the enzyme name, one can obtain more information including
related literature.

E.C. Gene ontology
Enzyme or protein name number Abbreviation number*
beta-N-acetylgalactosaminidase 3.2.1.53 bGALA -
beta-N-acetylhexosaminidase 3.2.1.30 bGLUA 16231
Acid phosphatase 3132 ACP 3993
Aconitate hydratase 4213 AH 3994
Adenine phosphoribosyltransferase 2.4.2.7 APRT 3999
Adenosine deaminase 3544 ADA 46936
Adenosine kinase 2.7.1.20 ADK 4001
Adenylate kinase 2743 AK 4017
Alanine transaminase 2.6.1.2 ALAT 4021
Alcohol dehydrogenase 1.1.1.1 ADH 4025
Alkaline phosphatase 3.1.3.1 ALP 4035
alpha-Amylase 3211 aAMY 4556
alpha-N-arabinofuranosidase 3.2.1.55 aARAF 46556
Aspartate aminotransferase 2.6.1.1 AAT 4069
Carbonate dehydratase 4211 CAH 4089
Carboxylesterase 3.1.1.1 ESTD 16789
Catalase 1.11.1.6 CAT 4096
Creatine kinase 2732 CK 4111
6, 7-dihydropteridine reductase 1.5.1.34 DHPR 4155
Dipeptidase 3.4.-- PEPA
Esterase 3.1.1.- EST -
Fructose bisphosphatase 3.1.3.11 FBP 42132
Fructose-bisphosphate aldolase 4.1.2.13 FBALD 4332
alpha-L-Fucosidase 3.2.1.51 aFUC 4560
Fumarate hydratase 42.1.2 FH 4333
Galactokinase 2.7.1.6 GALK 4335
alpha-Galactosidase 32122 aGAL 4557
beta-Galactosidase 3.2.1.23 bGAL 9341
General (unidentified) protein - PROT -
Glucose 1-dehydrogenase 1.1.1.47 GDH 47936
Glucose-6-phosphate 1-dehydrogenase 1.1.1.49 G6PDH 4345
Glucose-6-phosphate isomerase 5.3.1.9 GPI 4347
alpha-Glucosidase 3.2.1.20 aGLU 4558
beta-Glucosidase 3.2.1.21 bGLU 8442
beta-Glucuronidase 3.2.1.31 GUS 4566
Glutamate dehydrogenase 1.4.1.- GLUDH -
Glutamate-ammonia ligase 6.3.1.2 GLAL 4356
Glutathione-disulfide reductase 1.8.1.7 GR 4362
Glyceraldehyde-3-phosphate 1.2.1.12 GAPDH 8943
dehydrogenase (phosphorylating)
Glycerate dehydrogenase 1.1.1.29 GLYDH 8465
(Continued)
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Table 7.1. (Continued)

E.C. Gene ontology
Enzyme or protein name number Abbreviation number*
Glycerol-3-phosphate 1.1.1.8 G3PDH 4367
dehydrogenase (NAD+)
Guanine deaminase 3543 GDA 8892
Guanylate kinase 2.7.4.8 bGUK 4385
Hekokinase 2.7.1.1 HK 4396
Hemoglobin - HB -
Hydroxyacylglutathione hydrolase 3.1.2.6 HAGH 4416
3-Hydroxybutyrate dehydrogenase 1.1.1.30 HBDH 3858
Hypoxanthine phosphoribosyltransferase 24.2.8 HPRT 4422
Inorganic pyrophosphatase 3.6.1.1 PP 4427
Lactoylglutathione lyase 44.1.5 aLGL 4462
L-iditol dehydrogenase 1.1.1.14 sIDDH 3939
L-Lactate dehydrogenase 1.1.1.27 LDH 4459
Isocitrate dehydrogenase (NADP+) 1.1.1.42 IDHP 4450
Malate dehydrogenase 1.1.1.37 MDH 30060
Malate dehydrogenase (decarboxylating) 1.1.1.39 ME 4471
Malate dehydrogenase 1.1.1.38 ME 16619
(oxaloacetate-decarboxylating)
Malate dehydrogenase 1.1.1.40 MEP 4473
(oxaloacetate-decarboxylating) (NADP+)
Mannose-6-phosphate isomerase 53.1.8 MPI 4476
alpha-Mannosidase 3.2.1.24 sMAN 4559
Nucleoside-phosphate kinase 2.7.4.4 NPK (UMPK) 50145
Nucleoside-triphosphate diphosphatase 3.6.1.19 NTP 47429
Octanol dehydrogenase 1.1.1.73 ODH 4552
Ornithine carbamoyltransferase 2.1.3.3 OTC 9348
Parvalbumin - PVALB -
Peptidase-C 34.-. - PEPC
Peptidase-S 34.-. - PEPS
6-phosphofructokinase 2.7.1.11 PFK 3872
Phosphoglucomutase 5422 PGM 4614
Phosphogluconate dehydrogenase 1.1.1.44 6PGDH 4616
(decarboxylating)
Phosphoglycerate kinase 2723 PGK 4618
Phosphoglycerate mutase 5421 PGAM 46538
Phosphoglycolate phosphatase 3.1.3.18 PGP 8967
Phosphopyruvate hydratase 42.1.11 ENO 4634
Proline dipeptidase 34.13.9 PEPD 4251
Purine-nucleoside phosphorylase 2421 PNP 4731
Pyruvate kinase 2.7.1.40 PK 4743
Superoxide dismutase 1.15.1.1 SOD 16954
Thymidine kinase 2.7.1.21 TK 4797
Transferrin - TF -
Triose-phosphate isomerase 5.3.1.1 TPI 4807
Tripeptide aminopeptidase 34.114 PEPB 45148
Trosine transaminase 2.6.1.5 TAT 4838
UDP-glucose-hexose-1-phosphate 2.7.7.12 UGHUT 8108

uridylyltransferase
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gene due to genome or gene duplication (especially in fish). An active allozyme may
have more than one subunit, and both allelic forms may result in polymeric bands.
These pose a great challenge in gel scoring. Assuming the subunits of enzymes
detected combine in a random fashion (Utter et al. 1974), the simplest allozyme pat-
tern with a single polypeptide chain (monomer) yields three possible genotypes: AA,
AB, and BB. However, interpretation becomes much more complex when multimeric
enzymes composed of two or more subunits are involved (Figure 7.1). Glucose-6-
phosphate isomerase (GPI) enzyme in brook trout Salvelinus fontinales is a good
example of tetraploidization and the confusing nature of gel scoring. Although GPI is
a dimeric enzyme, the banding pattern in gel presented in Figure 7.2 does not fit the
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Figure 7.1. Allozyme patterns commonly observed in fishes showing a co-dominant fashion of
diallelic forms. In a monomeric case, a homozygous sample with allele A should produce one
band (genotype AA); similarly, a homozygous sample with allele B also produces one band
(genotype BB); however, the heterozygous sample should produce two bands (genotype AB).
In a dimeric case, the homozygous samples produce only one band (AA or BB), but a heterozy-
gous sample produces three bands (AA homodimer, BB homodimer, and AB heterodimer). In
a tetrameric case, the situation is more complex: homozygous samples produce only one band,
AA or BB; heterozygous samples produce five bands with various intensities depending on
their proportion in the sample: A4 homotetramer, A3B heterotetramer, A2B2 heterotetramer,
AB3 heterotetramer, and B4 homotetramer.
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Figure 7.2. Glucose-6-phosphate isomerase (GPI) enzyme in brook trout Salvelinus fonti-
nales. Sample #19 is homozygous at both loci, #13, #14, and #15 are homozygous at one and
heterozygous at the other loci, and #10 is heterozygous at both loci. Note the hybrid band
between duplicated loci and GPI-C*.
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simple three banding pattern for a dimeric enzyme. On the other hand, a careful
examination of this gel shows the duplicated nature of the enzyme. Therefore, great
caution should be exercised in scoring allozyme gels.

The frequency of alleles can be calculated from the allozyme banding patterns.
Allele and genotype frequencies and the relevant descriptive statistics are calculated
using a variety of computer programs. BIOSYS (Version 1.7) (Swofford and Selander
1981) is the most commonly used program to analyze allozymes data in fish. The pro-
gram can be used for allele frequency and genetic variability computations to test for
Hardy-Weinberg equilibrium to determine substructuring, for linkage disequilibrium,
calculations for F-statistics (Weir and Cockerham 1984), similarity and distance analysis
(Nei 1978), and for construction of phenograms using cluster analysis (Rogers 1972).
There are many other programs available to use in analyzing allozymes data. An exten-
sive list of programs that are used for population genetics can be found at http://
evolution.genetics.washington.edu/phylip/software.html.

Applications and Limitations of Allozyme Markers

Allozymes have wide applications in fisheries and aquaculture including population
analysis, mixed stock analysis, and hybrid identification. In spite of limited numbers of
loci, compared to other genetic tools, allozyme analysis had the most profound effect on
fisheries science (May 2003). For example, inbreeding is the major concern for the
aquaculture industry. Using genetic variation measured by the allozyme electrophore-
sis, relative degrees of inbreeding can be estimated by average heterozygosity compar-
isons in different broodstocks (Allendorf and Phelps 1981, Liu and Cordes 2004).
Although allozyme studies did not find common application in marker assisted selec-
tion, correlations between certain allozyme markers and performance traits has been
reported (Hallerman et al. 1986). Similarly, due to the limited number of polymorphic
loci available, use of these markers in linkage mapping in fish is limited (Pasdar et al.
1984, May and Johnson 1993, Morizot et al. 1994). Allozyme data are also used in
hybrid systems. First generation hybrids (F1) and later generation hybrids can be identi-
fied with a certain degree of probability if there are enough markers available (Avise
and Van den Avyle 1984). One of the most common applications of allozyme data has
been the use of mixed stock analysis, especially in salmonids (May 2003, Koljonen and
Wilmot 2005). The effects of hatchery reared stocks of brown trout (Salmo trutta) and
rainbow trout (Oncorhynchus mykiss) with the wild populations from which they were
originated was studied by comparing the allozyme variation by Ferguson and others
(1991). Use of allozyme markers in aquaculture also includes the genetic monitoring at
the hatchery populations by establishing a monitoring program (Pérez et al. 2001).

The major drawback of allozyme analysis is the necessity for a large amount of fresh
or frozen tissue samples. This often requires lethal sampling especially if the full array of
allozyme markers are to be studied. Furthermore, although allozymes represent actual
gene products, they often measure a very small portion of the genomic variation
because a limited number of loci are involved (Utter et al. 1987). Mutation at the DNA
level that causes a replacement of a similarly charged amino acid may not be detected
by allozyme electrophoresis. Although very cheap and technically easy, the number of
allozyme loci and the polymorphism is low (Agnese et al. 1997). These drawbacks will
seriously limit the applications of allozymes for genome studies.
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Mitochondrial DNA Markers

Mitochondria are the energy factory of living cells. Unlike the rest of the cellular func-
tions that are determined by the nuclear DNA, these organelles have their own
double-stranded circular DNA, known as mitochondrial genome (mtDNA). The size
of the mitochondrial genome in animals varies among different organisms, but typi-
cally the number is around 16,000-19,000 base pairs (bp) in teleost fish (Table 7.2).
Animal mitochondrial genome encodes 13 proteins, 2 ribosomal RNAs, and 22 trans-
fer RNAs (Boore 1999). These genes are highly packed on the mitochondrial genome
without introns (Burger et al. 2003). In addition to these genes, a highly variable con-
trol region, known as the D-loop (displacement loop) serves as the heavy-strand repli-
cation origin (Harrison 1989, Parker et al. 1998).

Table 7.2. List of selected aquaculture species whose mtDNA is sequenced, mtDNA size, and
GenBank accession numbers.

Fish name Size bp Accession #  Reference

Anguilla japonica (Japanese eel) 16,685 NC_002707 Inoue et al. 2001

Conger myriaster (conger eel) 18,705 NC_002761 Inoue et al. 2001

Ictalurus punctatus (channel catfish) 16,497 NC_003489 Waldbieser et al. 2003

Cyprinus carpio (common carp) 16,575 NC_001606 Chang et al. 1994

Carassius auratus (goldfish) 16,579 NC_002079 Murakami et al. 1998

Danio rerio (zebrafish) 16,596 NC_002333 Broughton et al. 2001

Salmo salar (Atlantic salmon) 16,665 NC_001960 Hurst et al. unpublished

Oncorhynchus mykiss (rainbow 16,642 NC_001717 Zardoya et al. 1995
trout)

Gadus morhua (Atlantic cod) >10,000  Not available Johansen et al. 1990

Oncorhynchus tshawytscha 16,644 NC_002980 Bernales et al. unpubished
(chinook salmon)

Salvelinus alpinus (arctic char) 16,659 NC_000861 Doiron et al. 2002

Crassostrea virginica (eastern 17,242 NC_007175 Milbury and Gaffney 2005
oyster)

Oreochromis mossambicus 16641 NC_007231 Chen et al. unpubished
(Mozambique tilapia)

Tetraodon nigroviridis (green- 16462 NC_007176 Yue et al. unpubished
spotted freshwater pufferfish)

Penaeus monodon (tiger prawn) 15984 NC_002184 Wilson et al. 2000

Scomber scombrus (Atlantic 16560 NC_006398 Takashima et al.
mackerel) unpublished

Oryzias latipes (Japanese medaka) 16714 NC_004387 Miya et al. 2003

Esox lucius (northern pike) 16695 NC_004593 Ishiguro et al. 2003

Pagrus major (red seabream) 17031 NC_003196 Miya et al. 2001

Plecoglossus altivelis (ayu-fish) 16,537 NC_002734 Ishiguro et al. 2001

Salvelinus fontinalis (brook trout) 16,624 NC_000860 Doiron et al. 2002

Coregonus lavaretus (common 16,737 NC_002646 Miya and Nishida (2000)
whitefish)

Takifugu rubripes (pufferfish) 16,442 NC_004299 Elmerot et al. 2002
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Background and Principles

Mitochondrial genome evolves more rapidly than the nuclear genome. The rapid evo-
lution of the mtDNA makes it highly polymorphic within a given species. The polymor-
phism is especially high in the control region (D-loop region), making the D-loop
region highly useful in population genetic analysis. Since recombination is a rare event
in mtDNA, common ancestry studies could be done with mtDNA analysis (Avise
1994). However, recent reports have indicated that recombination does occur in
mtDNA (Harrison 1989, Rokas et al. 2003, Guo et al. 2006), but new genotypes could
not be observed because recombination of identical mtDNA molecules should pro-
duce the same molecules (homoplasmy) (Maoguolas 2005). Therefore, mutations in
mtDNA can be detected, but recombination of mtDNA most often cannot be noticed.

Mitochondrial DNA is maternally inherited for the most part, but there are reports
of paternal leakage during fertilization (Birky et al. 1989). Each cell contains a vari-
able number of mitochondria ranging from a few hundred to more than 10,000 mito-
chondria per cell depending on the cell types. The cells of the brain, the skeletal and
heart muscles, and the eye contain the highest number of mitochondria (as many as
10,000 per cell) while the skin cells, which do not require much energy, contain only a
few hundred of them. In spite of a large variation of mitochondria per cell, each mito-
chondrion contains a constant number of mtDNA molecules (Robin and Wong 1988).
Since there are multiple copies of mtDNA per cell, many copies of them are transmit-
ted to each offspring.

A variant mtDNA molecule transmitted to the offspring will cause heteroplasmy,
or presence of two types of mtDNA in an organism. Variations in mtDNA are caused
by mutations. Partitioning of different types of mtDNA into a single oocyte would
result in heteroplasmy. For example, heteroplasmy detected in Milkfish (Chanos
chanos) is attributed to both the 41 bp tandem repeat structure and the 48 bp indel at
the control region of the mtDNA (Ravago et al. 2002). In addition to the hetero-
plasmy caused by mutations, high rates of heteroplasmy can also be caused by pater-
nal mtDNA leakage (Kaneda et al. 1995, Ballard et al. 2005).

Due to the high levels of polymorphism and the ease of mitochondrial DNA analysis,
mtDNA has been widely used as markers in aquaculture and fisheries settings. As dis-
cussed above, the non-Mendelian inheritance greatly limits the applications of mtDNA
for genome research. However, as an identification tool often used in aquaculture,
mtDNA can be used as a supplemental tool for aquaculture genome research. Here we
will briefly describe the principles behind the wide application of mtDNA markers.

Mitochondrial DNA analysis is actually a restriction fragment length polymorphism
(RFLP) analysis, as discussed in Chapter 2, except that the target molecule is mtDNA
rather than nuclear genomic DNA (Liu and Cordes 2004). The high levels of polymor-
phism, the maternal inheritance, and the relatively small size of mtDNA make the
RFLP analysis using mtDNA one of the easiest methods for many population studies
(Okumus and Ciftci 2002, Liu and Cordes 2004, Billington 2003). The RFLP polymor-
phism detected in mtDNA is usually caused by a gain or loss of restriction sites. For
example, striped bass (Morone saxatilis) exhibits a site loss or gain at Xba I restriction
site, causing an RFLP polymorphism that could easily be detected with polymerase
chain reaction (PCR) amplification of the polymorphic region followed by Xba I
restriction digestion. However, polymorphism could also be caused by insertions or
deletions leading to a length variation of mtDNA (Ravago et al. 2002). In this case,
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electrophoresis of PCR products in the region should provide information on mtDNA
haplotypes (Billington 2003).

mtDNA Analysis

Analysis of mtDNA polymorphism has become a useful genetic tool for studies
of genetic divergence within and among populations (Avise 1994). Because mtDNA
shows considerable variation among individuals, it is regarded as an effective marker for
population structure and geographic variations. Distinct mtDNA lineages have been
detected in many freshwater fishes in different parts of their species ranges. Because
only half of the population (assuming 1:1 sex ratio) passes on their mtDNA to their
offspring, effective population size for mtDNA is smaller than that of nuclear DNA
(Harrison 1989).

Early studies using mtDNA analysis relied on purified mtDNA before the inven-
tion of PCR. Back in the 1970s and 1980s, the available molecular markers included
allozymes, few RFLP, and mtDNA. In aquaculture species, RFLP markers were quite
rare at that time. Most studies of natural populations have found greater genetic
diversity in mtDNA compared to that revealed by allozyme electrophoresis. Lack of
diversity with allozyme markers in striped bass, walleye, and many other fish species
was the driving force for different laboratories to use mtDNA analysis to search for
more genetic diversity in a variety of fish in the United States in the 1970s to 1980s
(Wirgin et al. 1991, 1997; Billington and Herbert 1988). Initial studies done with
mtDNA analysis were performed with a whole mtDNA molecule.

Mitochondrial DNA isolation was carried out by first purifying the mitochondria
from the tissues containing high amounts of mitochondria, usually liver and gonadal
tissues, and extraction of mtDNA from tissue lysates using density gradient centrifu-
gation (Chapman and Brown 1990, Billington and Herbert 1988). A number of 4 and
6 base-cutter restriction endonucleases were used to digest the whole mtDNA
molecule to search for fragment length polymorphisms using electrophoresis. The
number and size of fragments obtained after digestion and electrophoresis produced
a “haplotype.” The comparison of haplotypes from several individuals is considered
to be representative of the nucleotide differences of their whole mtDNA sequences
because of the inferred restriction site loss at certain regions due to mutations
(Maogulas 2003).

After the availability of PCR technology, RFLP analysis of the PCR-amplified
regions of the mtDNA, rather than using the whole mtDNA, greatly improved
mtDNA analysis. There is no need to purify the mtDNA for PCR; a simple total DNA
extracted with a commercial kit is sufficient. Most often, the D-loop region is ampli-
fied by PCR, and then analyzed by RFLP. In some cases, other coding regions such as
ND3, ND4, ND5, ND6, 125, and 16S RNA regions of the mtDNA were also used
(Merker and Woodruff 1996, Nielsen et al. 1998, Wirgin et al. 1997). Whether or not
the PCR products need to be digested depends on the nature of the mtDNA RFLP.
If the polymorphism is caused by length difference due to insertion or deletion, no
restriction digestion is needed. After PCR amplification, the amplicon is analyzed
directly by gel electrophoresis. If the polymorphism is caused by gain or loss of restric-
tion site, the PCR amplicon needs to be digested by the restriction enzyme, and then
analyzed by gel electrophoresis.
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Applications, Data Analysis, and Limitations

Mitochondrial DNA markers have been used extensively to analyze genetic variation
in several different aquaculture species including striped bass (Wirgin et al. 1991,
Garber and Sullivan 2006), channel catfish (Waldbieser et al. 2003), walleye (Merker
and Woodruff 1996), salmonids (Nielsen et al. 1998, Crespi and Fulton 2004), red
snapper (Pruett et al. 2005), and bluegill (Chapman 1989). Data analysis in mtDNA
studies include determining the number of mtDNA haplotypes, calculating the haplo-
type frequencies, and nucleotide diversity. Various computer programs such as Arle-
quin (Schneider et al. 2000), (http://anthro.unige.ch/arlequin/) and TFPGA (Miller
1997) (http://www.marksgeneticsoftware.net/tfpga.htm) are available to perform
these analyses. A review by Labate (2000) describes the attributes of several software
applications for population genetic analysis.

There are two major drawbacks of mtDNA markers. One is the non-Mendelian
inheritance of mtDNA, and the second is the proportion of the total genomic varia-
tion one can observe with mtDNA alone. Additionally, mtDNA markers are subject
to similar problems that exist for other DNA-based markers. For example, in back
mutation cases, nucleotide sites that have already undergone substitution are
returned to their original state. Mutations taking place at the same site on the
mtDNA in independent lineages and unparallel rates of heterogeneity at the same
region (Liu and Cordes 2004) can place limitations on the validity of using mtDNA
for genetic studies.

References

Agnese JE, B Adépo-Gourene, EK Abbans, Y Fermon. 1997. Genetic differentiation among
natural populations of the Nile tilapia Oreochromis niloticus (Teleostei, Cichlidae). Heredity,
79, pp. 88-96.

Allendorf FW and SR Phelps. 1981. Isozymes and the preservation of the genetic variation in
Salmonid Fish. In fish gene pools. Ryman N, Ed. Ecological Bulletin, Stockholm. 34, pp. 37-52.

Avise JC. 1994. Molecular Markers. Natural History and Evolution, Chapman and Hall, New
York. pp. 1-511.

Avise JC and MJ Van den Avyle. 1984. Genetic analysis of reproduction of hybrid white bass X
striped bass in the Savannah River. Trans American Fish Soc, 113, pp. 563-570.

Ballard JWO and DM Rand. 2005. The population biology of mitochondrial DNA and its phy-
logenetic implications. Annu Rev Ecol Evol Syst. 36, pp. 621-642.

Billington N. 2003. Mitochondrial DNA. Hallerman EM, Ed. Population genetics: principles
and applications for fisheries scientists. American Fisheries Society, Bethesda, Maryland,
pp- 59-100.

Billington N and PDN Hebert. 1988. Mitochondrial DNA variation in Great Lakes walleye
(Stizostedion vitreum) populations. Can J Fish Aquat Sci, 45, pp. 643-654.

Birky CW, P Fuerst, and T Maruyama. 1989. Organelle gene diversity under migration, muta-
tion, and drift: equilibrium expectations, approach to equilibrium, effect of heteroplasmic
cells, and comparison to nuclear genes. Genetics, 121, pp. 613-627.

Boore JL. 1999. Animal mitochondrial genomes. Nucleic Acids Res, 27, pp. 1767-1780.

Broughton RE, JE Milam, and BA Roe. 2001. The complete sequence of the zebrafish (Danio
rerio) mitochondrial genome and evolutionary patterns in vertebrate mitochondrial DNA.
Genome Res, 11, pp. 1958-1967.



Allozyme and Mitochondrial DNA Markers 83

Burger G, GW Gray, and BF Lang. 2003. Mitochondrial genomes: anything goes. Trends
Genet, 19, pp. 709-716.

Chang YS, FL Huang, and TB Lo. 1994. The complete nucleotide sequence and gene organiza-
tion of carp (Cyprinus carpio) mitochondrial genome. J Mol Evol, 38, pp. 138-155.

Chapman RW. 1989. Mitochondrial and nuclear gene dynamics of introduced populations of
Lepomis macrochirus. Genetics, 123, pp. 399-404.

Chapman RW and BL Brown. 1990. Mitochondrial DNA isolation methods. In: Whitmore DH,
Ed. Electrophoretic and isoelectric focusing techniques in fisheries management. CRC
Press, Boca Raton, Florida, pp. 107-129.

Crespi BJ and MJ Fulton. 2004. Molecular systematics of Salmonidae: combined nuclear data
yields a robust phylogeny. Mol Phylogenet Evol, 31, pp. 658-679.

Doiron S, L Bernatchez, and PU Blier. 2002. A comparative mitogenomic analysis of the poten-
tial adaptive value of Arctic charr mtDNA introgression in brook charr populations (Salveli-
nus fontinalis Mitchill). Mol Biol Evol, 19, pp. 1902-1909.

Dunham RA. 2004. Aquaculture and fisheries biotechnology. Genetic approaches. CABI Pub-
lishing, Cambridge, MA, pp. 1-367.

Elmerot C, U Arnason, T Gojobori, and A Janke. 2002. The mitochondrial genome of the
pufferfish, Fugu rubripes, and ordinal teleostean relationships. Gene, 295, pp. 163-172.

Ferguson MM, PI Ihsen, and JD Hynes. 1991. Are cultured stocks of brown trout (Salmo trutta)
and Rainbow trout (Oncorhynchus mykiss) genetically similar to their source populations?
Can J Fish Aquatic Sci, 48, pp. 118-123.

Garber AF and CV Sullivan. 2006. Selective breeding for the hybrid striped bass (Morone
chrysops, Rafinesque M. saxatilis, Walbaum) industry: status and perspectives. Aquaculture
Res, 37, pp. 319-338.

Guo X, S Liu, and Y Liu. 2006. Evidence for Recombination of Mitochondrial DNA in Triploid
Crucian Carp. Genetics, 172, pp. 1745-1749.

Hallerman EM, R Dunham, and RO Smitherman. 1986. Selection or drift-isozyme allele fre-
quency changes among channel catfish selected for rapid growth. Trans Am Fish Soc, 115,
pp. 60-68.

Harrison RG. 1989. Animal mitochondrial DNA as a genetic marker in population and evolu-
tionary biology. TREE, 4, pp. 6-11.

Hunter RL and CL Market. 1957. Histochemical demonstration of enzymes separated by zone
electrophoresis in starch gels. Science, 125, pp. 1294-1295.

Inoue JG, M Miya, J Aoyama, S Ishikawa, K Tsukamoto, and M Nishida. 2001. Complete Mito-
chondrial DNA Sequence of the Japanese Eel, Anguilla japonica. Fish Sci, 67, pp. 118-125.
Inoue JG, M Miya, K Tsukamoto, and M Nishida. 2001. Complete mitochondrial DNA
sequence of Conger myriaster (Teleostei: Anguilliformes): novel gene order for vertebrate
mitochondrial genomes and the phylogenetic complications for Anguilliform families. J Mol

Evol, 52, pp. 311-320.

Ishiguro N, M Miya, and M Nishida. 2001. Complete Mitochondrial DNA Sequence of Ayu
Plecoglossus altivelis. Fish Sci, 67, pp. 474-481.

Ishiguro NB, M Miya, and M Nishida. 2003. Basal euteleostean relationships: a mitogenomic
perspective on the phylogenetic reality of the Protacanthopterygii. Mol Phylogenet Evol, 27,
pp. 476-488.

Johansen S, PH Guddal, and T Johansen. 1990. Organization of the mitochondrial genome of
Atlantic cod, Gadus morhua. Nucleic Acids Res, 18, pp. 411-419.

Kaneda H, J Hayashi, S Takahama, C Taya, KF Lindahl, and H Yonekawa. 1995. Elimination of
paternal mitochondrial DNA in intraspecific crosses during early mouse embryogenesis.
Proc Natl Acad Sci USA, 92, pp. 4542-4546.

Koljonen ML and R Wilmot. 2005. Genetic Analysis: Allozymes. In Stock Identification
Methods, Applications in Fishery Science. Cadrin SX, Friedland KD, Waldman JR, Eds.
Elsevier, Amsterdam, pp. 295-309.



84  Marking Genomes

Labate JA. 2000. Software for population genetic analysis of molecular marker data. Crop Sci-
ence, 40, pp. 1521-1527.

Liu ZJ and J Cordes. 2004. DNA marker technologies and their applications in aquaculture
genetics. Aquaculture, 238, pp. 1-37.

Maoguolas A. 2005. Mitochondrial DNA. In Stock Identification Methods. Cadrin et al., Ed.
Elsevier, New York, pp. 311-330.

May B. 2003. Allozyme variation. In Hallerman EM, Ed. Population genetics: principles and
applications for fisheries scientists. American Fisheries Society, Bethesda, Maryland, pp. 23-36.

May B and KR Johnson. 1993. Composite linkage map of salmonid fishes (Salvelinus, Salmo,
and Oncorhynchus), in O’Brien SJ, Ed. Genetic Maps: Locus Maps of Complex Genomes.
Cold Spring Harbor, New York, 4, pp. 309-317.

Merker RJ and RC Woodruff. 1996. Molecular evidence for divergent breeding groups of walleye
(Stizostedion vitreum) in tributaries to western Lake Erie. J Great Lakes Res, 22, pp. 280-288.

Milbury CA and PM Gaffney. 2005. Complete mitochondrial DNA sequence of the eastern
oyster Crassostrea virginica. Mar Biotechnol, 7, pp. 697-712.

Miller MP. 1997. Tools for population genetic analysis (TFPGA) 1.3: A Windows program for
the analysis of allozyme and molecular population genetic data. Distributed by the author.
Miya M, A Kawaguchi, and M Nishida. 2001. Mitogenomic Exploration of Higher Teleostean
Phylogenies: A Case Study for Moderate-Scale Evolutionary Genomics with 38 newly deter-

mined complete mitochondrial DNA sequences. Mol Biol Evol, 18, pp. 1993-2009.

Miya M and M Nishida. 2000. Use of mitogenomic information in teleostean molecular phylo-
genetics: a tree-based exploration under the maximum-parsimony optimality criterion. Mol
Phylogenet Evol, 17, pp. 437-55.

Miya M, H Takeshima, H Endo, NB Ishiguro, JG Inoue, T Mukai, TP Satoh, M Yamaguchi,
A Kawaguchi, K Mabuchi, SM Shirai, and M Nishida. 2003. Major patterns of higher
teleostean phylogenies: a new perspective based on 100 complete mitochondrial DNA
sequences. Mol Phylogenet Evol, 26, pp. 121-138.

Morizot D, M Schmidt, and G Carmichael. 1994. Joint segregation of allozymes in catfish genetic
crosses: designation of Ictalurus punctatus linkage group I. Trans Am Fish Soc, 123, pp. 22-27.

Morizot DC and ME Schmidt. 1990. Starch gel electrophoresis and histochemical visualization
of proteins. In: Whitmore DH, Ed. Electrophoretic and isoelectric focusing techniques in
fisheries management. CRC Press, Boca Raton, Florida, pp. 23-80.

Murakami M, Y Yamashita, and H Fujitani. 1998. The complete sequence of mitochondrial
genome from a gynogenetic triploid ‘ginbuna’ (Carassius auratus langsdorfi). Zool Sci, 15,
pp. 335-337.

Nielsen EE, MM Hansen, and K-LD Mensberg. 1998. Improved primer sequences for the
mitochondrial ND1, ND3/4 and ND5/6 segments in salmonid fishes. Application to RFLP
analysis of Atlantic salmon. J Fish Biology, 53, pp. 216-220.

Okumusg I and Y Ciftci. 2003. Fish population genetics and molecular markers: II. Molecular
markers and their applications in fisheries and aquaculture. Turkish J Fish Aquatic Sci, 3,
pp. 51-79.

Parker PG, AA Snow, MD Schug, GC Booton, and PA Fuerst. 1998. What molecules can tell us
about populations: choosing and using a molecular marker. Ecology, 79, pp. 361-382.

Pasdar M, DP Philipp, and GS Whitt. 1984. Linkage relationships of nine enzyme loci in sun-
fishes (Lepomis; Centrarchidae). Genetics, 107, pp. 435-446.

Pasteur N, G Pasteur, F Bonhomme, J Catalan, and J Britton-Davidian. 1987. Practical Isosyme
Genetics. Hellis Horwood Ltd, Chichester, UK, pp. 1-215.

Pérez LA, FM Winkler, NF Diaz, C Carcamo, N Silva. 2001. Genetic variability in four hatch-
ery strains of coho salmon, Oncorhynchus kisutch (Walbaum), in Chile. Aquaculture Res, 32,
pp. 41-46.

Pruett CL, E Saillant, and JR Gold. 2005. Historical population demography of red snapper
(Lutjanus campechanus) from the northern Gulf of Mexico based on analysis of sequences of
mitochondrial DNA. Marine Biol, 147, pp. 593-602.



Allozyme and Mitochondrial DNA Markers 85

Ravago RG, VD Monje, and MA Juinio-Menez. 2002. Length and Sequence Variability in
Mitochondrial control Region of the Milkfish, Chanos chanos. Mar Biotechnol, 4, pp. 40-50.

Richardson PR, BJ Baverstock, and M Adams. 1986. Allozyme Electrophoresis. A handbook
for animal systematics and population studies. Academic Press, New York, NY, pp 1-410.

Robin ED and R Wong. 1988. Mitochondrial DNA molecules and virtual number of mitochon-
dria per cell in mammalian cells. J Cell Physiol, 136, pp. 507-513.

Rogers JS. 1972. Measures of genetic similarity and genetic distance. Studies in Genetics Univ.
Texas Publ, 7213, pp. 145-153.

Rokas A, E Ladoukakis, and E Zouros. 2003. Animal mitochondrial DNA recombination revis-
ited. Trends Ecol Evol, 18, pp. 411-417.

Schneider S, D Roessli, and L Excoffier. 2000. ARLEQUIN ver. 2000: a software for population
genetic data analysis. Genetics and Biometry Laboratory, University of Geneva, Geneva.

Schomburg I, A Chang, C Ebeling, M Gremse, C Held, G Huhn, and D Schomburg. 2004.
BRENDA, the enzyme database: updates and major new developments. Nucleic Acids Res,
32, pp. D431-D433.

Shaklee JB, FW Allendorf, DC Morizot, and GS Whitt. 1990. Gene nomenclature for protein-
coding loci in fish. Trans Amer Fish Soc, 119, pp. 2-15.

Smith MH and RK Chesser. 1981. Rationale for conserving genetic variation of fish gene pools.
In Ryman N, Ed. Fish Gene Pools. Ecological Bulletin, Stockholm, 34, pp. 13-20.

Stoneking M, B May, and JE Wright. 1981. Loss of duplicate gene expression in salmonids: evi-
dence for a null allele polymorphism at the duplicate aspartate aminotransferase locus in
brook trout (Salvelinus fontinulis). Biochem Genet, 19, pp. 1063-1077.

Swofford DL and RB Selander. 1981. BIOSYS-1: a FORTRAN program for the comprehen-
sive analysis of electrophoretic data in population genetics and systematics. J Heredity, 72,
pp- 281-283.

Utter E P Aebersold, and G Winans. 1987. Interpreting genetic variation detected by elec-
trophoresis. In: Ryman N, Utter F, Ed. Population Genetics and Fishery Management. Wash-
ington Sea Grant Program, University of Washington Press, Seattle, USA.

Utter FM, HO Hodgins, and FW Allendorf. 1974. Biochemical genetic studies of fishes: poten-
tialities and limitations. In: Biochemical and Biophysical Perspectives in Marine Biology, 1,
pp- 213-238.

Waldbieser GC, AL Bilodeau, and DJ Nonneman. 2003. Complete sequence and characteriza-
tion of the channel catfish mitochondrial genome. DNA Sequence, 14, pp. 265-277.

Weir BS and CC Cockerham. 1984. Estimating F-statistics for the analysis of population struc-
ture. Evolution, 38, pp. 1358-1370.

Wilson K, V Neville, E Ballment, and J Benzie. 2000. The complete sequence of the mitochon-
drial genome of the crustacean Penaeus monodon: are malacostracan crustaceans more
closely related to insects than to branchiopods? Mol Biol Evol, 17, pp. 863-874.

Wirgin I, C Grunwald, SJ Garte, and C Mesing. 1991. Use of DNA fingerprinting in the identi-
fication and management of a striped bass population in the southeastern United States.
Trans American Fish Soc, 120, pp. 273-282.

Wirgin I, J Waldman, J Stabile, L Maceda, and V Vecchio. 1997. Mixed-stock analysis of
Atlantic coast striped bass using mitochondrial DNA and nuclear DNA. Can J Fish Aquatic
Sci, 54, pp. 2814-2826.

Wolf U, W Engel, and J Faust. 1970. Mechanism of diploidization in vertebrate evolution—
coexistence of tetrasomic and disomic gene loci for isocitrate dehydrogenases in trout
(Salmo irideus). Humangenetik, 9, p. 150.

Zardoya R, A Garrido-Pertierra, and JM Bautista. 1995. The complete nucleotide sequence of
the mitochondrial DNA genome of the rainbow trout, Oncorhynchus mykiss. ] Mol Evol, 41,
pp. 942-951.



Aquaculture Genome Technologies
Zhanjiang (John) Liu
Copyright © 2007 by Blackwell Publishing

Chapter 8
Individual-based Genotype Methods
in Aquaculture

Pierre Duchesne and Louis Bernatchez

Introduction

DNA marker technologies have revolutionized the way aquaculture genetics research
is being conducted (Liu and Cordes 2004). Early on, most applications of molecular
genetics in aquaculture relied on the estimation of demographic parameters of diver-
sity and differentiation that were derived from averaging the genetic composition
over populations or stocks. It has been recognized for nearly 25 years, however, that
further knowledge of relevance for stock management and production may be
obtained from the analysis of individual-based genotypic information (Smouse et al.
1982). The blooming development of new genetic markers over the last decade,
namely variable number of tandem repeat loci (especially microsatellites), Amplified
Fragment Length Polymorphism (AFLP), and Single Nucleotide Polymorphism
(SNP) have revived a major interest in studies based on the definition of individual
multilocus genotypes, and opened exciting avenues of research and applications.
Basically, studies of relevance for aquaculture and based on the analysis of individual
multilocus genotypes can be grouped into three broad categories of applications:
parentage (including kinship), group allocation, and hybrid detection.

Parental allocation studies necessitate the assessment of parental relationships within
populations, which may be achieved in various ways, including the use of exclusion prob-
ability, likelihood methods, and categorical and fractional parental assignment (reviewed
in Wilson and Ferguson 2002, Jones and Ardren 2003). Parental allocation improves the
efficiency of selective breeding programs in many ways, namely the following:

* establishing selected strains without having to keep families in separate tanks
(Wilson and Ferguson 2002)

* investigating parent to offspring transmission of illness or parasitism

* assessing fertilization success (Selvamani et al. 2001)

* measuring reproductive success variance among breeders (Jackson et al. 2003)

* avoiding mating between closely related individuals and thus minimizing inbreed-
ing (Ferguson and Danzmann 1998, Jackson et al. 2003, Norris et al. 2000)

 improving heritability estimates of desirable traits (Ferguson and Danzmann 1998,
Vandeputte et al. 2004)

* allowing a higher rate of genetic improvement because it becomes possible to iden-
tify the progeny of parents with desirable or undesirable characteristics (Wilson
and Ferguson 2002).

Studies of group allocation (also called “assignment methods”) typically imply the
determination of population membership of single individuals (Manel et al. 2005).
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This consists of assigning an individual to the population in which its multilocus geno-
type has the highest probability of occurring. Such estimation may be relevant to more
precisely quantify gene flow and the degree of differentiation between stocks, quanti-
fying the admixture proportion of different stocks in a sample of individuals of
unknown origin such as wild versus cultured (Miggiano et al. 2005), or enhancing
traceability for trade control purposes in animals and products, and thus allowing
consumers to obtain information on the origin and the production chain of food prod-
ucts (Liu and Cordes 2004, Hayes et al. 2005).

In aquaculture, genetic group allocation may be used to identify species or strain
membership of specimens. Such identifications are useful both at the input and out-
put end of production facilities. For instance, controlling for possible admixture in
purebred populations can be done in an objective fashion when based on solid genetic
data. Allocation can also reveal proportions of wild versus cultivated specimens in the
marketplace or in a natural system undergoing invasion by farmed escapees or delib-
erately stocked by a nonnative strain. Coarse traceability can also be performed when
distinct production organizations are associated with distinct strains.

Hybridization between or within species is both a common natural phenomenon
and the consequence of mixing due to human-related activities, including aquacul-
ture, and stocking of domesticated fish (Congiu et al. 2001, Vaha and Primmer 2006).
Identification of hybrid individuals is often a necessary first step in the implementa-
tion of management strategies, such as breeding or translocation programs for threat-
ened species since, it allows the removal of morphologically indistinguishable hybrid
individuals from the wild population or the identification of indigenous individuals
for breeding programs (Hansen 2002, Manel et al. 2005, Vaha and Primmer 2006).
Early identification of hybrids may help reduce the impact of introgression between
cultured and wild fish (Morizot et al. 1991, Young et al. 2001). Also identification of
hybrids can impact trade by detecting hybrid production labeled as purebred, for
example, sturgeon caviar (Congiu et al. 2001).

Because these issues have been treated in several recent reviews, our intent here is
not to address the suitability of various molecular techniques, nor is it meant to review
the empirical applications of individual-based genotype analyses. We do not wish to
provide an exhaustive guide or detailed treatment to the existing analytical methods
or related computer software packages. Instead, our main goal is to explain the basics
of statistical principles and applications of specific methods that we have developed
and applied in our laboratory over the recent years. In an attempt to render the chap-
ter content easily accessible to the nonstatistician scientist, we have deliberately opted
for verbal explanations rather than relying on the treatment of mathematical com-
plexity and equations.

Parental Allocation

Definition and General Principles

The objective of a parental allocation process based on genetic information is to find
parental genotypes corresponding to the true parents of each of a set of offspring geno-
types. In some contexts, it is known in advance that the genotypes of all the parents



Individual-based Genotype Methods in Aquaculture 89

involved in the generation of the set of offspring are included in the collection of the
putative parental genotypes. If that is the case, then the allocation system, comprising
parental and offspring genotypes, is said to be closed. When some parental genotypes
are missing, the allocation system is said to be open. Despite obvious similarities, the
allocation problems for closed and open systems turn out to be quite different, the latter
being more complex.

The two main factors affecting the performance of a parental allocation process
are the number of potential parental pairs and the genetic contents of the genotypes.
Performance decreases with the size of the parental set while it increases with genetic
contents. Other important performance factors are the relatedness level of the
parental set, accuracy of genotype scoring, and sexing of potential parents. Closely
related potential parents tend to be more similar than unrelated parents resulting in a
higher probability of misidentification. Whenever possible, it is generally advanta-
geous to sex parents since this reduces by at least one half the number of potential
parental pairs to be considered (Wilson and Ferguson 2002).

Markers

In theory, any type of marker can be used for performing parentage allocation. How-
ever, microsatellites are currently the most popular because of their potential for high
variability even among individuals of the same strain (Liu and Cordes 2004). For
instance, using eight highly variable microsatellite markers, Norris and others (2000)
correctly allocated 95% of offspring from more than 12,000 potential parental pairs.
Generally, codominant markers are best suited for parental allocation since allele
transmission from parent to offspring is never masked by allelic dominance. The use
of diploid codominant markers will be assumed throughout the following discussion.

Scoring Errors: Effects and Modeling

Here a scoring (transmission) error is defined as the result of mistaking a specific allele
for another one. While scoring microsatellites, it is estimated that errors occur at a rate
of 0.5 to 3%. Erroneous allocations due to scoring errors are not likely. The main neg-
ative effect of erroneous allele scores is possible loss of correct parental allocations.
The probability that a genotype contains at least one scoring error increases rapidly
with number of loci. Therefore, as one increases the information genetic contents by
adding extra loci, one is also increasing the proportion of erroneous genotypes and
thus leading to a larger proportion of incorrect allocations. This dilemma can be bro-
ken by integrating an appropriate scoring error model within the allocation process.

Within closed allocation systems, the negative effect of scoring errors can be
completely neutralized by allowing a small nonzero probability estimate to the scoring
of allele X as any distinct allele Y. The uniform error model (see definition below)
provides such an error-catching mechanism. The transmission error probability (&)
estimate does not have to be accurate; estimates of say 1%, 2%, and 3% for & will have
the same effect on the allocation output.

The transmission error probability can be distributed in several ways over (erro-
neous) alleles. However, it is well known that scoring errors usually involve alleles that
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are close to the true allele. This information can be fed into error modeling through the
following formalization. Suppose the parental allele X is referred to as the focal allele.
Then the distance between any allele Y and X can be measured in terms of number of
offsets, that is, the difference between Y and X divided by the smallest allelic distance
between any two alleles found in the locus (Figure 8.1). For instance, if a locus is of type
tetra (nucleotide) then Y = 172 is —2 offsets away from X = 180.

The uniform error model is the simplest error model. It distributes e uniformly
over all possible nonfocal alleles. Restricted error models distribute e over close
neighbors of the focal allele. The examples of a *£1 offset model and a *2 offset
model are shown in Table 8.1.

Allocation Methods in Closed Systems
Basically, parental allocations can be based either on likelihood or on exclusion.

Likelihood

Given an offspring, the likelihood of a specific parental pair is essentially a measure of
the probability that this pair has generated the offspring. There are three possible out-
puts associated with the allocation of a particular offspring. When only one parental
pair has the largest likelihood, the offspring is allocated to the parental pair with the

focal allele
236

parent

offspring |
npb 230 232 234 236 238 240 242

offset -3 -2 -1 0 1 2 3

Figure 8.1. Measuring a transmission error in offset units. The distance between any allele Y
and X is measured in terms of number of offsets (i.e., the difference between Y and X divided
by the unit distance [smallest allelic distance between any two alleles found in the locus]).

Table 8.1. The examples of a =1 offset model and a =2 offset model.

=2 offsets —1 offset 0 offset = focal allele +1 offset +2 offsets
0.002 0.01 0.98 0.01 0.002
0.008 0.98 0.008
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largest likelihood. When several parental pairs share the largest (nonzero) likelihood,
the offspring is not allocated but the output is scored as ambiguous. When all parental
pairs have zero likelihood, the offspring is not allocated and the output is scored as null.
Although most allocation programs do not distinguish explicitly between ambiguous
and null outputs (both are scored as nonallocations), this distinction allows the compu-
tation of three system-based allocation statistics: proportions of offspring that have
been scored as allocated, ambiguous, and null. These statistics turn out to be very useful
in the context of the overall assessment and subsequent improvement of an allocation
system. For instance, any proportion of ambiguity, except negligible, is indicative of a
lack of resolution (i.e., insufficient genetic contents). In such cases, the only cure is to
add one or several loci to the existing set until all ambiguity disappears.

Within closed systems, allocations should usually be performed with the uniform
error model since it can absorb all kinds of errors including those generated by null
alleles scored at any offset distance from the focal allele. The only drawback of the
uniform model is that it may, though not necessarily, increase the proportion of off-
spring classified as ambiguous. This can be corrected by using a nonuniform error
model but more efficiently by adding one or several loci.

Exclusion

Exclusion-based allocation is based on the idea that as information accumulates, only
real parents remain after all other potential parents have turned out to be impossible
candidates. Exclusion-based allocation should generally not be used in closed systems
since it takes far more genetic information to exclude the set of false parents than to
find the most likely pair. Unless otherwise stated, we will hereafter refer to likelihood-
based allocation. Exclusion will be further discussed in the context of open system
allocations.

Breeding Designs (Closed Systems)

Sometimes the offspring from blocks of breeders are put together in a single tank.
Block matings generally reduce the total number of potential parental pairs as com-
pared with allowing all adults to breed together. This reduction could translate subse-
quently into a reduced number of loci necessary to reach a satisfactory level of
allocation correctness. Provision has been made in the last version of Package for the
Analysis of Parental Allocation (PAPA) software (Duchesne et al. 2002) to allow defi-
nition of blocks of breeders reflecting breeding designs in aquaculture settings. Dis-
tinct blocks may share specimens and they may be sexed or unsexed.

Validation of Allocations in Closed Systems

Allocation to a parental pair may not always be correct. Ideally one should be able to
test the correctness rate (CR), that is, the proportion of correct allocations over all
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allocations, not all offspring, by checking the allocations against empirical evidence.
However, under most circumstances, establishing parental connections through
direct observation even in hatchery fish can prove very difficult and expensive. It is
therefore customary to use simulations to estimate correctness rates. Also, simula-
tions are useful when it comes to deciding on a set of loci sufficiently informative to
reach a satisfying level of CR.

Preparental and Parental Simulations

Basically there are two types of parental allocation simulation procedures. One proce-
dure (preparental) generates artificial parental genotypes from allelic frequencies (esti-
mated from samples) and then artificial offspring from these parents (Figure 8.2).
Another procedure (parental) uses the genotypes of real, collected parents. Preparental
simulations are useful to decide on a minimal set of loci to attain the desired correctness
rate even before parents and offspring have been collected. Preliminary choice of a suf-
ficient set of loci can save lab work and resources. However, preparental simulations
tend to underestimate minimal genetic information contents mainly because it gener-
ates sets of totally unrelated parents. Sets of real parents, especially when drawn from a
hatchery population, may contain several subsets of highly related specimens. There-
fore, it might be safer to add an extra locus to the minimal set found from preparental
simulations especially when the targeted correctness level is barely reached.

To estimate correctness rates more precisely, parental simulations should be run
when the set of collected parents has been genotyped. Parental simulations are not
biased by the relatedness structure of the parental set.

generation of artificial parental genotypes

) random mating, i.e.. choice of mates and alleles
generation of

artificial offspring
genoiypes allelic transmission according 1o production arfar model

offspring allocation according to allocation error mode!

computation of correctness rate

Figure 8.2. Preparental simulator procedure. The preparental procedure generates artificial
parental genotypes from allelic frequencies (estimated from samples) and then artificial off-
spring from these parents. The parental procedure is similar except that it uses the genotypes of
real, collected parents.
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Production and Allocation Error Models

To estimate correctness rates more realistically, the production of artificial offspring
during simulations has to mimic scoring errors. Therefore, there is a need for a pro-
duction error model. The production error probabilities associated with various num-
bers of offsets do not have to be very accurate although they do impact on correctness
rate estimations. After artificial offspring have been generated, they are processed for
allocation. As with true offspring, an allocation error model is used to capture scoring
errors. Ideally one should be able to define production and allocation error models
separately. Allocation error models in simulations should generally be the same as the
one used in allocating real offspring.

Likelihood and Exclusion Methods in Open Systems

Likelihood

Allocation in open systems poses a double problem (i.e., identify true parents that
belong to the collected parental set and identify uncollected parents as uncollected).
Likelihood-based allocation can be very efficient in solving the collected parent prob-
lem but is liable to mistake an uncollected parent for a collected one (i.e., overallo-
cate). Overallocation increases sharply with the proportion of uncollected parents.
With more uncollected parents, there is a higher probability that collected specimens
are sufficiently similar to uncollected parents to become likely candidates for (erro-
neous) allocation. This problem is more acute with methods allowing a nonzero prob-
ability for any kind of scoring error, which translates into nonzero likelihood for all
possible parental-offspring genotype combinations. The overallocation probability
can only be assessed when a reasonably accurate estimate of the missing part of the
parental set is available (Wilson and Ferguson 2002). Unfortunately, likelihood-based
allocation cannot provide such an estimate on the basis of the available genotypes. In
short, likelihood methods in open systems tend toward overallocation, the extent of
which cannot be safely estimated without a (generally lacking) reliable estimate of the
uncollected portion of the parental set.

Exclusion

The drawbacks of likelihood-based methods in open systems have led some
researchers to resort to the exclusion allocation method. This method essentially
compares the genotype of each potential parent with that of the offspring. Parental
genotypes are excluded as soon as both offspring alleles are absent on a single locus of
the parental genotype. In addition, no more than two nonexcluded parental geno-
types have to remain for the allocation to be performed. The idea is that, given
enough loci, nonparental collected specimens will eventually be excluded on at least
one locus.

The exclusion method has several drawbacks. It is very costly in terms of genetic
information since most excluded candidates would have been discarded on account of
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low likelihood based on much less powerful sets of loci. Since scoring errors are more
numerous with each additional locus (Jones and Ardren 2003), it is plausible that a
substantial number of genotypes will contain at least one error. Such errors are very
likely to provoke the loss of one or several allocations especially when parental geno-
types are erroneous. Some researchers have suggested tolerance for mismatches not
exceeding a predetermined number. However, mismatches may also come from a
truly nonparental genotype. Therefore, this less stringent version of exclusion, while it
does reduce the probability of erroneous exclusion, also increases the probability of
retaining nonparental combinations (i.e., erroneous allocations). This tradeoff
between two types of errors cannot be easily assessed in the absence of a sound esti-
mate for the missing proportion of uncollected parents. Therefore, the choice of a
number of tolerated mismatches is largely arbitrary.

To alleviate the stringency of the exclusion method resulting in overexclusion,
another approach is sometimes used that includes rescoring a nearly perfectly match-
ing genotype. The idea is to see if some scoring error might not be the reason for miss-
ing an allocation by so little. Although this method does make some sense, it is prone
to self persuasion and is certainly not amenable to correctness analysis. Briefly stated,
exclusion methods tend to miss sizable numbers of true parents and do not lend them-
selves to rigorous evaluations of correctness rates. They would be efficient if based on
a very informative set of loci and extremely accurate genotypes. These two conditions
are not generally met except in some forensic contexts.

The PASOS Approach (Open Systems)

Likelihood-based methods lean toward overallocation whereas exclusion methods
tend to overexclude (i.e., eliminate true parents). The PASOS software (Duchesne
et al. 2005) uses a mixed approach by first picking up the most likely parental pair(s)
among all potential pairs based on a uniform scoring error model that ensures that at
least one most likely pair is listed. When several most likely pairs are found, the first
one in the list is retained. Then an extended exclusion method is applied to the two
genotypes of the retained most likely parental pair.

Extended Exclusion Method

The extended exclusion method used by PASOS compares each of the locus geno-
types of the two putative parents together with that of the offspring. From these three
genotypes, a transmission scenario (Figure 8.3A) is built that associates each off-
spring allele to a parental allele. Such scenarios are built from a set of rules that aims
at restoring the most probable allelic transmission pattern, taking the three genotypes
together. Once the two most likely parent-to-offspring allele pairs have been deter-
mined, the distance in offset units is computed for each pair. Any allelic distance
exceeding the maximum offset tolerance (MOT) specified by the user provokes the
exclusion of the corresponding putative parent (Figure 8.3B). Therefore, there may
be zero, one, or two parents excluded at each locus. It suffices that the offset tolerance
be exceeded on a single locus for the putative parent, relative to the offspring cur-
rently processed, to be discarded.
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Figure 8.3A. Allelic transmission scenarios: Allelic transmission scenarios are built from a set
of rules that aims at restoring the most probable allelic transmission pattern, taking the two
parental and the offspring genotypes simultaneously into account.
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Figure 8.3B. Tolerance net as defined by MOT: Any allelic distance exceeding the maximum
offset tolerance (MOT) specified by the user provokes the exclusion of the corresponding puta-
tive parent.

Rationale

The two-step allocation approach implemented in PASOS is based on the following
rationale. If the two real parents of an offspring belong to the collected set of potential
parents, the probability that they will be selected during the likelihood phase will
increase with genetic information contents (i.e., with number of loci). If they have been
genotyped with scoring errors within the bounds of the maximum offset tolerance,
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Figure 8.4. Extended exclusion of a false parent. The probability that a nonparental member
of the most likely parental pair be eliminated increases with number of loci.

then they will most probably not be discarded during the exclusion phase. If only one
parent belongs to the parental set, it will probably be part of each of the most likely
pair(s) and thus of the first pair listed. The probability that the nonparental member of
the most likely pair be eliminated during the exclusion phase will increase with number
of loci (Figure 8.4). If none of the two parents belongs to the set of collected parents,
then the most likely pair will contain false parents both of which will eventually be dis-
carded as the number of loci increases.

Sequence Allocation (Allocation) and Proportion of Missing Parents

When PASOS is run sequentially with one, two, three, etc., loci from the allocation
set, it makes less and less allocations and eventually reaches a stable or near stable
proportion of allocations (Figure 8.5). This happens when false parents have been
purged by the extended exclusion procedure. The remaining proportion of allocations
may then be taken as an estimate of the proportion of missing parents. The precision
of the latter estimate depends on the assumption that the collected parental set
comprises specimens that have truly participated, no matter how successfully, in the
breeding event at the origin of the offspring sample. If the parental set is inflated
with individuals not involved in reproductive events, then the number of missing
parents will likely be overestimated. Clearly, precision of the estimate should
increase with the size of the offspring sample. The estimated number of missing par-
ents must be fed into simulation runs to obtain estimates of the correction rates.
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Figure 8.5. Sequence allocation curve. When PASOS is run sequentially with one, two, three . . .
loci from the allocation set, it makes less and less allocations and eventually reaches a stable or
near stable proportion of allocations which the user may then use to estimate the number of
uncollected parents.

Automatic sequence allocation (i.e., with one, two, three or more loci) is imple-
mented in PASOS.

Due to its use of restricted error modeling, PASOS should only be used when scor-
ing is of good quality (i.e., does not generally exceed two offsets from focal alleles).
Also, the set of loci should be tested for the presence of null alleles and all loci sus-
pected of containing null alleles should be dropped.

Validation of Allocations in Open Systems

The estimation of the correctness rate within any open allocation system depends
heavily on the estimated number of missing parents. In fact, the larger the set of miss-
ing parents, the higher the probability that some of their offspring will be mistaken for
offspring from the collected parental set. Unfortunately, the number of missing par-
ents often is difficult to estimate under most settings and so estimates have typically
been guessed in the past.

However, recent developments in allocation techniques that combine likelihood
with exclusion approaches (PASOS) now make it possible to obtain reliable estimates
of the missing part of the parental set. Once the sequence allocation of the sample of
real offspring has produced a (nearly) stable allocation rate curve, an estimate of the
proportion of missing parents is available. The latter can then be fed into parental
simulations for obtaining a sound estimate of the correctness rate associated with the
specific allocation system.

Preparental simulations should be run whenever possible to find minimal sets of
loci. Since the missing part of the parental set cannot be estimated genetically prior to
parent collecting, care should be taken to use both optimistic and pessimistic scenar-
ios corresponding to lower and higher proportions of missing parents, respectively.
Again, minimal sets of loci should preferably be complemented by an extra locus in
case the real parental set comprises highly related specimens.
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Features to Look for in Parentage Allocation Programs

In closed as well as open allocation systems, programs should provide simulation
facilities. Simulations are usually the only way to obtain a sound estimate of the cor-
rectness rate or accuracy of the system (i.e., the proportion of correct allocations
among all allocations). In addition, one should be able to run the simulator on both
preparental and parental modes. One should be able to run programs either with
sexed or unsexed parental sets since sexing in fish cannot always be done easily
and reliably.

Closed Systems

In closed systems, programs should provide distinct statistics for ambiguous and null
outputs. The proportion of ambiguous outputs is a direct measure of the capacity of
the set of loci to perform the allocation task under way. An error model that provides
nonzero probability for any possible scoring error such as the uniform error model
should suffice under most circumstances. However, with reliable scoring and absence
of null alleles, the use of a restricted error model allowing for a limited number of
error offsets could save on the number of loci without significantly reducing the num-
ber of allocations. A mechanism for defining blocks of breeders reflecting breeding
designs in aquaculture settings is desirable. Block definition can increase resolution
power of a set of loci and reduce the probability of incorrect allocations.

Open Systems

In open systems, uniform error modeling can lead to overallocation since parent-
offspring mismatches can also originate from an incorrect allocation. On the other
hand, zero error tolerance is very likely to provoke losses of allocations especially as
the number of loci is increased. Restricted error modeling is a means to distinguish
between scoring errors and erroneous allocations without dropping a significant
proportion of true parents. Restricted error modeling is currently implemented in
PASOS. The most important features for parental allocation programs are described
in Figure 8.6.

Some Available Programs

Some of the currently available programs with respective allocation methods follow:

CERVUS (Marshall et al. 1998) (likelihood)

FAMOZ (Gerber et al. 2002) (likelihood)

KINSHIP (Goodnight and Queller (1999) (exclusion), (Danzmann 1997) (exclusion)
NEWPAT (Wilmer et al. 1999) (exclusion)

PAPA (Duchesne et al. 2002) (likelihood/closed systems)

PARENTE (Cercueil et al. 2002) (likelihood)

PASOS (Duchesne et al. 2005) (likelihood + extended exclusion/open systems)

All of these freely available programs can be downloaded at http://www.bio.ulaval.
ca/louisbernatchez/links.htm.
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General
Both pre-parental and parental simulations are available.
Simulations and allocations may be run with sexed or unsexed parental sets.
Closed systems
Distinction is made between null and ambiguous non-allocation statistics.
Scoring error may be distributed over all non-focal alleles, e.g., uniformly.
Parental files can be structured according to block mating designs.
Restricted error models may be user-defined.
Open systems

Restricted error models are available and user-defined.
A means to estimate the number of uncollected parents is provided.

Figure 8.6. A list of the most important features for parental allocation programs.

Group Allocation (Species, Population, or Strain Identification)

Definition and General Principles

Species, population, or strain identification of individuals on the basis of genetic data
is technically the same and will hereafter be referred to as group allocation. Only
those allocation situations will be considered where each purebred group has been
sampled so that fairly accurate estimates of allelic frequencies for each genotyped
locus and each purebred group are available (baseline samples).

Some recent developments aim at allocating individuals from mixed samples without
prior sampling of group purebreds. Those so-called clustering techniques essentially
tend to partition a given mixed sample into subsamples to minimize (or maximize) some
statistic associated with population structuring (e.g., linkage disequilibrium). Allocation
from good baseline samples produces verifiable results within a small fraction of the
computation time required from clustering methods. Moreover, currently used cluster-
ing methods tend to perform poorly when group differentiation is weak (Waples and
Gaggiotti 2006), a very serious handicap when it comes to strain identification. Finally,
they do not provide ad hoc means to estimate the accuracy of their allocations and
involve considerable uncertainty (Manel et al. 2005). Given the above drawbacks of
clustering methods, they will not be discussed any further since baseline samples are
available for most group allocation tasks within aquaculture settings.

The idea underlying group allocation of an individual genotype (G) is rather
simple. In its simplest version, the probability (likelihood) that G could be found
within a group is computed for each possible group and then G is allocated to the
group with highest probability. Since such probabilities are often very small, they
are usually expressed in logl0 format and comparisons between two populations as
log-likelihood ratios. For example, if G is 1,000 times more likely to be found within
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population A than it is within population B, the log-likelihood ratio of A relative to B
is equal to three.

Within a given allocation task, a minimal log-likelihood ratio (threshold) between
the most likely and the next most likely group is defined. If the threshold is not
reached for G, it is simply not allocated and classified as nonallocated. For instance,
a log-likelihood threshold of two would mean that no individual genotype should be
allocated if it is not at least 100 times more probable within the most probable group.
The log-likelihood threshold turns out to be an important allocation parameter. Gen-
erally, raising the threshold increases the probability of allocating correctly (accuracy)
but decreases the number of genotypes being allocated (allocation rate). Care should
be taken to choose an appropriate threshold for the task under way.

Another important aspect of group allocation is the question of ghost groups
(i.e., groups that have not been sampled as purebreds since they have not yet been
identified but which may be represented within the sample of individuals to be allo-
cated). Ghost groups are much more likely when allocations involve wild populations.
When it is suspected that ghost groups might exist, one should test whether G might
not belong to such an external yet undefined group. This can be done through an
exclusion procedure based on membership P values computed from simulations
(see the Simulations section).

Markers

As in parentage allocation, any type of marker (RFLP, RAPD, AFLP, microsatellite)
can be used for performing group allocations. However, very high polymor-
phism (number of alleles/ locus > 10) does not add substantial allocation resolution
when compared to less variable loci. Here, the most important characteristic of a set of
loci is sheer number (Ferguson and Danzmann 1998, Bernatchez and Duchesne 2000,
Hayes et al. 2005). Therefore, when it comes to distinguishing several weakly differen-
tiated groups (e.g., strains), markers available in virtually unlimited numbers are the
best candidates even when each locus has low information content. For such heavy
allocation tasks, AFLP markers are currently the most appropriate choice except when
a sufficient set of microsatellites already exists (Campbell et al. 2003).

Scoring and Sampling Errors

With dominant markers such as AFLP, allele should be taken as an equivalent for pres-
ence/absence in the following discussion. Generally speaking, scoring errors within
their usual range (0.5 to 3%) have little impact on group allocation. However, special
care should be taken when scoring purebred samples especially when small (>20). As a
rule of thumb, purebred samples should contain at least 20, but preferably 30, speci-
mens to obtain reasonably accurate frequency estimates (Ruzzante 1998). Smaller
samples might still be used especially when dealing with highly differentiated groups.
When using highly polymorphic microsatellite loci with large numbers (>15) of low
frequency alleles, sample sizes should be increased accordingly (e.g., to 50 specimens).
Note that the low frequency of an allele can suddenly double following sampling of a
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single extra copy (Roques et al. 1999). To obtain truly representative purebred
samples, sampling should be done as randomly as possible. In particular, overrepresen-
tation of specific families should be avoided.

A special sampling problem arises when some allele is totally absent from one or
several purebred samples while present in other purebred samples or the (mixed)
sample to be allocated. Customarily, the frequency of a missing allele within a pure-
bred sample was estimated at 1/(N+1) (N = number of scored alleles within sample).
This amounts to the expectation that the next allele would be the missing one (maybe-
next-allele formula). Another approach consists of fixing the missing allele frequency
at some user-defined low value (e.g., 0.01). Practically, missing allele frequency esti-
mates have little impact on the result of an allocation task. If one favors the fixed low
value approach, then this value may be seen as an allocation parameter and its value
may be chosen to maximize the correct reallocation rate.

Validation of Group Allocations

The accuracy of group allocations, that is, the estimated proportion of correct alloca-
tions over all allocations (excluding non-allocated specimens), can be assessed
through reallocation and simulation procedures (Figure 8.7).

Reallocation

The reallocation procedure allocates the purebred specimens among the candidate
groups as if their group membership were unknown. The latter condition means that
each time a purebred specimen is (re-)allocated, the allelic frequencies of its group are
recalculated as if it did not belong. This precaution aims at eliminating the bias resulting
from the specimen actually weighing on frequency estimates and, as a consequence,
artificially increasing the probability of being allocated to its proper group. These fre-
quency recalculations are usually referred to as the leave-one-out procedure.
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Figure 8.7. Validation procedures in group allocation. The reallocation procedure allocates
the purebred specimens among the candidate groups as if their group membership were
unknown. To estimate accuracy from simulations, artificial specimens are generated randomly,
based on the allelic frequencies derived from purebred samples.
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Reallocation of purebreds is usually a very reliable way of estimating accuracy. One
important advantage of reallocation oversimulations is that it takes scoring errors
automatically into account. On the other hand, accuracy estimates from reallocation
may be biased upward when purebred samples include highly inbred specimens
(e.g., full and half-siblings). Thus, the quality of accuracy estimates from reallocation is
somewhat sensitive to the quality of purebred group samples. Low reallocation rates
may result from very poor scoring, a lack of resolution due to poor genetic content
relative to group differentiation, or even from an absence of real differentiation
(i.e., from samples not actually representing distinct biological entities).

Simulations

Estimations of accuracy can also be obtained from simulations. Artificial specimens
are generated randomly, based on the allelic frequencies derived from purebred
samples. The simulators currently built into population (group) allocation programs
do not allow mimicking of scoring errors. Consequently, accuracy may sometimes be
slightly overestimated from simulations since scoring errors do increase the probabil-
ity of misallocating real genotypes. One important advantage of simulations over real-
location is their potential for spanning a very large range (e.g., tens of thousands of
possible genotypes from each group). Therefore, genotypes from prospective mixed
samples get a more complete coverage by simulations than they do from reallocation.

Besides accuracy estimations, simulations are sometimes used to obtain likelihood
distributions from each purebred sample. Each group likelihood distribution is
obtained by producing a large number of artificial genotypes, based on the group
allelic distributions, and then the likelihoods associated with the genotypes. There-
after, the group-specific likelihood distributions may be used to produce a group
membership P value for each genotype of a mixed sample. Some allocation programs
actually use group membership P values by excluding each candidate group with
membership P value lower than a predefined threshold. When the allocation proce-
dure is based on likelihood ratios, membership P values can still be useful to detect
ghost groups: when membership P values are very low (e.g., <0.001) for all potential
groups considered, the presence of at least one ghost group may be suspected.

Another usage of simulations is the adjustment of the likelihood ratio allocation
threshold. Sometimes a proportion of artificial genotypes are misallocated indicating
that there is a nonnegligible probability that real genotypes may also be misallocated.
This problem can be solved to a large extent by raising the likelihood ratio allocation
threshold until misallocation of simulated genotypes vanishes. Note, however, that
this will generally be associated with a rise in the proportion of nonallocated real and
simulated genotypes.

Reallocation Versus Simulation Accuracy Estimates

Accuracy estimates from reallocation and simulations should be close. However, if
the estimated accuracy from reallocation is substantially lower than that from simula-
tions, it is probably due to unusually numerous scoring errors. On the other hand,
higher accuracy estimates from reallocation could reflect highly inbred portions of
samples (e.g., families).
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Features to Look for in Group Allocation Programs

Reallocation of purebred genotypes, allocation of mixed samples, and simulations are
the three basic procedures that should be provided by group allocation programs. The
leave-one-out procedure should be used in reallocating purebred samples.

The log-likelihood ratio allocation threshold should be user defined. Calculation
of membership P values for each genotype should be possible even when the alloca-
tion procedure is based on likelihood ratio values (i.e., not on low P value exclusion).
Membership P values are especially important when there are grounds to believe
that some members of the mixed sample may come from a ghost group. Group log-
likelihoods for each real genotype should be made available to the user rather than
just the allocation or nonallocation decision. Preferably, the user should be able to
choose missing allele frequency values either as constants or as the classical maybe-
next-allele formula.

Some Available Programs

Currently the three most widely used programs for group allocation based on purebred
genotype samples are GENECLASS2 (Piry et al. 2004), WHICHRUN (Banks and
Eichert 2000) for codominant markers (microsatellites), and AFLPOP (Duchesne and
Bernatchez 2002) for dominant markers (AFLP). These freely available programs can
be downloaded at http://www.bio.ulaval.ca/louisbernatchez/links.htm.

Specifics of Hybrid Identification

Definition and General Principles

Hybrids may involve two distinct species, two strains, or two populations within a
single species. Genetic identification of either type of hybrids is technically the same
problem. However, intraspecific hybrids are typically more difficult to detect due to
less genetic differentiation and therefore require considerably more information (i.e.,
more genotyped loci). Given two source breeds/species, a diagnostic allele (pres-
ence/absence) is one that has 100% frequency within one breed and 0% frequency in
the other breed/species. Historically, genetic identification of hybrids was associated
with the simultaneous presence of diagnostic alleles (presence/absence) of both
source breeds/species within a single genotype (Morizot et al. 1991). Indeed geno-
types with diagnostic alleles of mixed origin are easily observable and, without any cal-
culation, can be safely attributed to hybridization assuming no other breed/species
has contributed to the purported hybrid’s genotype. The 100% versus 0% frequency
diagnostic criterion has been somewhat relaxed in recent literature and loci with an
allele differing by >99% have sometimes been considered diagnostic (Young et al.
2002). However, there has been an increasing awareness that all loci showing a
frequency difference beyond sampling error could contribute to distinguish between
purebreds and hybrids (Bjornstad and Roed 2002). Even though loci with 10%
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frequency differential, for example, have far less hybrid detection power than diag-
nostic loci, they can still be cumulated to attain any power level.

Hybrid Identification as Group Identification:
the Virtual-Hybrid-Group Method

Thus, hybrid identification is technically the same problem as group identification
except that preidentified samples of hybrids are usually not available as one of the
potential allocation groups. However, F1 hybrid allelic frequency distributions can be
directly computed from purebred frequencies, say f1 and f2. For codominant loci such
as microsatellites, a straightforward estimate of any hybrid allelic frequency fh is sim-
ply the average (f1 + 2)/2 of the two purebred frequencies. For dominant markers
(e.g., aflp),th = 1 — sqrt (1 — f1)*sqrt (1 — £2). This means that purebred samples are
sufficient for allocation tasks including purebred and F1 hybrid groups. Again, sets of
nondiagnostic loci can be used successfully for hybrid detection. Following the same
idea, purebred samples also suffice to identify second-generation hybrids (F2 and
backcrosses).

Special Sampling Care

Although hybrid identification is technically the same as any other type of group allo-
cation, it requires special sampling care for two reasons. First, differentiation is
weaker between F1 hybrids and purebreds than between two distinct purebreds.
Second, since allelic frequencies are computed from the two purebred frequency esti-
mates, sampling errors in the latter will be passed along to the hybrid estimates.
Consequently, when hybridization is suspected, sample sizes should be increased
(>30), sampling performed as randomly as possible and alleles (or presence/absence
in the case of AFLP) scored with extra precaution. Clearly, all of the above is even
more important when second generation hybrids are considered (Epifanio and
Phillipp 1997).

Efficiency and Accuracy in Hybrid Identification

There are two ways to look at the performance of a hybrid identification procedure.
One important measure is the probability that, given a specimen classified as hybrid,
this specimen is in fact a hybrid. Another important measure is the probability that,
given a true hybrid, it was classified (allocated) as a hybrid. Following Vdha and
Primmer (2006), we use the words accuracy and efficiency to denote the first and sec-
ond of these two measures, respectively. The product of these two measures can be
seen as the overall performance of the hybrid identification procedure.

If the likelihood distribution for purebreds and hybrids are not (nearly)
perfectly disjoint, then there is an unavoidable tradeoff between accuracy and
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Figure 8.8. The accuracy versus efficiency tradeoff in hybrid identification. One way to strike
the desired balance between accuracy and efficiency is to fix the log-likelihood allocation
threshold by running allocation simulations. Raising the LOD threshold generally decreases
efficiency while increasing accuracy.

efficiency (Figure 8.8). Some users will prefer to make sure that any possible hybrid
be identified (i.e., to raise the efficiency component). For instance, when there exists
independent data bearing on intermediate morphological traits, uncertain hybrid
genetic classification may be used in a cross-validation fashion. On the other hand, in
the absence of any control data and especially when there is only a suspicion that
hybrid specimens might exist, it is preferable to obtain highly confident hybrid detec-
tion (i.e., enhance the accuracy component of performance). One way to strike the
desired balance between accuracy and efficiency is to fix the log-likelihood allocation
threshold by running allocation simulations. For instance, raising the threshold sufti-
ciently will virtually eliminate false hybrid classification (i.e., accuracy will become
close to 100%). Of course, this will be at the expense of a higher rate of nonallocations
of both purebreds and hybrids.

So far, we have discussed hybrid identification based on purebred samples. How-
ever, as with general group allocation procedure, there exist clustering methods for
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hybrid identification. Two such methods have been implemented in STRUCTURE
(Pritchard et al. 2000) and NEWHYBRIDS (Anderson and Thompson 2002) and
have been recently assessed by Vihé and Primmer (2006). It was found that both pro-
grams, unless run with very large numbers (n = 48) of codominant loci, showed high
rates of misclassification of purebred as F1 hybrids even with moderately high Fst
(0.12). Also backcrosses were often misclassified as purebred. Briefly, there are accu-
racy and efficiency problems with currently available programs performing hybrid
allocation without baseline samples. Unfortunately, these methods do not provide
any inbuilt mechanism, such as simulation tools, to assess the accuracy and efficiency
levels associated with the user’s own specific data. Therefore, it is usually much safer
in hybrid studies to rely on good quality samples of purebred groups.

Markers

In principle, any type of marker (RFLP, RAPD, AFLP, microsatellite, SNP) can be
used for performing hybrid identification. However, correct detection of hybrids
takes more genetic information and so, roughly speaking, more loci than allocation of
purebred specimens. This is especially true when purebred individuals belong to dis-
tinct, but weakly differentiated, strains. Detection of intraspecific hybrids necessitates
large numbers of loci and so AFLP markers should be considered until SNP markers
can be obtained in large numbers and analyzed at low cost in nonmodel species.

Available Programs

The virtual-hybrid-group method based on purebred samples has been implemented
in AFLPOP (Duchesne and Bernatchez 2002) for dominant markers (AFLP).
NEWHYBRIDS (Anderson and Thompson 2002) and STRUCTURE (Pritchard
et al. 2000) are additional software that provides posterior distribution that shows that
individuals fall into different hybrid categories between populations using dominant or
codominant markers. These programs can be downloaded at http://www.bio.ulaval.ca/
louisbernatchez/links.htm.

Conclusion

The current context in the applications of molecular genetic techniques, particularly
as pertaining to individual-based genotype analyses, is extremely positive. There is a
wealth of powerful genetic markers that are being developed for an increasing num-
ber of cultured species, both vertebrates and invertebrates, and many efficient analyt-
ical tools are readily accessible, free of charge for the most part. It is our hope that we
have provided a better understanding of the principles underlying some of the most
versatile methods currently available for performing parentage, strain/population
assignment, and hybrid analyses, as well as useful guidelines for choosing proper effi-
cient analytical software.
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Population Genetic Analysis
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Introduction

Remarkable progress has been made in the past 20 years in the ability to detect
DNA-level genetic variations. The development of polymerase chain reaction (PCR),
automated sequencing, and various marker systems (see Chapters 2-7) has provided
unlimited availability of genetic markers. Much progress has also been made in the
area of statistical methods for data analysis (Luikart and England 1999, Nei and
Kumar 2000). At the same time, availability of high-performance microcomputers,
development of software packages for powerful application of population genetic and
phylogenetic analysis, and ready access to the software through the Internet have
placed rigorous analysis of molecular data within the reach of any research group.
These advances in molecular and computational biology have been applied across the
breadth of life sciences, including our own field of aquaculture genomics. Against the
background of all the chapters in this book, it seems fair to say that the development
and use of genetic markers and analytical methodologies has revolutionized our view
of genetic resources in wild and cultured populations of aquatic organisms.

Genetic analysis of both wild and cultured populations is relevant to the interests
of aquaculture. Genetic analysis of wild populations is useful for understanding phy-
logenetic (i.e., evolutionary) relationships within and among species, establishing
population genetic differentiation within species, collecting genetic resources repre-
senting the full range of variation in the species, and detecting the escape of cultured
fish into wild populations. Screening cultured populations is useful for understanding
population genetic differentiation among cultured stocks within the species, inferring
parentage in mixed-family assemblages, maintaining genetic variability in the popula-
tion, estimating the genetically effective size of the population, and inferring the
effects of selection within the cultured stock (see Chapter 8). Here, we explain each of
these applications and their relevance to aquaculture scientists. We support our dis-
cussion with case studies drawn from the published literature in aquaculture genetics.
We refer to key software packages, providing a literature citation and an Internet
URL to encourage further inquiry and use by interested readers. We hope that this
approach increases appreciation of population genetics and phylogenetics theory and
use of associated tools by the aquaculture genomics community.
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Genotyping

The principles and applications of various marker systems have been discussed in
Chapters 2-7, and therefore, we will focus on the analysis of marker genotypes for
population genetic analysis. For the most part, we will focus on the use of microsatel-
lite markers. The first task facing a geneticist is to manipulate and score the raw data.
The nature of these tasks and associated software tools of choice will depend upon
the genetic markers being analyzed.

Codominant Markers

Among DNA markers, microsatellites have become the markers of choice in many
laboratories because they are highly variable, reproducible, codominant, and are
easy to score using PCR and automated fragment analysis (Chistiakov et al. 2006,
Schlotterer and Tautz 1992). Microsatellites tend to add or subtract a single repeat.
Under the step-wise mutation model (SMM) (Kimura and Ohta 1978, Bell and Jurka
1997), the evolutionary affinity of alleles can be inferred, a property useful for popula-
tion genetics and phylogenetic inference, as discussed below. Further, the potential
for cross-species application of microsatellite primers means that even smaller labo-
ratories without the capacity to develop new primer libraries can use the technique
(see Chapter 5). With codominant markers, both alleles can be detected phenotypi-
cally on the gel. To manipulate raw data, the point of departure is accurate scoring of
fragment sizes and recording of genotypes. This is generally followed by calculation of
allelic and genotypic frequencies. Genemapper (ABI 2006) is a program useful for
visualizing and scoring microsatellite fragment data generated by an Applied Biosys-
tems automated sequencer. Software packages that are useful in these contexts
include Excel Microsat Toolkit (Park 2001), POPGENE (Yeh et al. 1999), GENEPOP
(Raymond and Rousset 1995), and Arlequin (Excoffier et al. 2006). MICROSAT
(Minch et al. 1999) is a useful program, but is no longer supported by the authors.

Dominant Markers

Dominant markers are those for which homozygotes and heterozygotes cannot be dis-
tinguished phenotypically, including RAPD (see Chapter 3) and AFLP markers (see
Chapter 4). The dominant mode of marker expression complicates calculation of
allele frequencies somewhat, and hence requires special treatment statistically. Such
data usually are analyzed using a binary data matrix based on a presence/absence
approach, for which there is a small but applicable suite of statistical analyses. A com-
monly used coefficient is genetic similarity (GS), which is based on the number of
bands shared in different taxa (Nei and Li 1979). Software packages available for ana-
lyzing data on markers with a dominant mode of expression include REAP (McElroy
et al. 1992) which calculates a range of relevant metrics. Phyltools (Buntjer 2004) is a
package of utilities that is particularly useful for large data sets, converting data files,
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and manipulation of data to account for missing data points and monomorphisms.
TFPGA (Miller 1987) performs a wide variety of population genetic analyses for
either codominant or dominant markers. Winboot (Yap and Nelson 2006) reads
binary data in either PHYLIP format (Felsenstein 2004) or an Excel-like format and
constructs population trees. POPGENE (Yeh et al. 1999) allows use of input files with
a presence/absence format and can be used to calculate coefficients of genetic diver-
sity and differentiation. Several packages are available for reading and comparing gel
images for DNA fingerprinting-related applications and computing relevant statistics.
Such packages include DENDRON (Soll Technologies, 2006) and GelCompar II
(Applied Maths 2006).

DNA Sequence Variation

With the advent of widespread access to automated sequencers, analysis of DNA
sequence variation has become common, and a variety of software packages, both
commercial and freeware, has been developed. CLUSTALX (Thompson et al. 1997)
is a Macintosh-based alignment program for aligning DNA sequences. It is probably
the most commonly used program for the purpose, especially for sequences that are
more divergent and thus more difficult to align. Sequencher (Gene Codes Corpora-
tion 2006) is a widely used, commercial program that is useful for sequence assembly
and editing, contig assembly, determination of consensus sequences, SNP detection,
and restriction mapping. MEGA (Kumar et al. 2004) can be employed for automatic
or manual sequence alignment, as well as for various phylogenetic analyses. BioEdit
(Hall 1999) is a sequence alignment and analysis program that operates within the
Windows environment. Although not as efficient and easy to use as Sequencher, it is
freeware that can be downloaded from the Internet. BioEdit allows the user to align
sequences by visual inspection, edit nucleotides, manually manipulate regions as
needed, and perform many of the same functions as Sequencher. The PolyBayes pro-
gram is also widely used for the detection of SNPs. Many other programs for manipu-
lating and scoring DNA sequence data also are available.

For genetic dominant and sequence markers, the mutational history of alleles can-
not generally be inferred, and geneticists must assume that every mutation creates a
new allele, an assumption underlying the infinite allele model (Kimura and Crow
1964) mentioned below.

Genetic Variation within Populations

After Mendel’s landmark work, phenotypes could be related to genotypes, and their
frequencies could be used to make predictions of their ratios within families. What,
though, of their ratios within populations? A model is needed to relate genotype
frequencies to allele frequencies, which can be used to reach inferences about processes
acting upon populations. The Hardy-Weinberg model (Hardy 1908, Weinberg 1908)
has several underlying assumptions: population size is large and constant between
generations, mating is random (i.e., the population is panmictic), the organism is
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diploid, generations do not overlap, reproduction is sexual, and the effects of
mutation, migration, and selection are negligible. For autosomal loci (i.e., those not
located on sex chromosomes) with two alleles, the Hardy-Weinberg model is
expressed as: (p + q)* = p> + 2pq + ¢*> = 1, where p is the frequency of the more
common allele A, and q is the frequency of the less common allele a andp + g = 1.
A and a are alleles for a particular trait for which we can distinguish carriers of the
genotypes AA, Aa, and aa on a phenotypic basis. The frequency of the more common
homozygote, AA4, is p? the frequency of the heterozygote, Aa, is 2pgq; and the fre-
quency of the less common homozygote, aa, is g>. The Hardy-Weinberg model not
only relates frequencies of phenotypes and genotypes at the population level, but also
predicts constancy of allele frequencies between generations, and may be used to pre-
dict genotype frequencies given present allele frequencies, subject to the satisfaction
of the model’s assumptions. Key applications of the model follow:

1. Infer frequency of recessive allele (solve for q)
2. Infer frequency of “carriers” of a trait, and
3. Testing for genotype frequency equilibrium

Tests of departure from expected genotype frequencies can be categorized into two
groups (Guo and Thompson 1992). One group consists of large-sample goodness-
of-fit tests such as x?, likelihood ratio statistic G? and the conditional x? test (Li 1955).
The other approach involves exact tests (Levene 1949, Haldane 1954, Chapko 1976).
Exact tests are performed when sample sizes are small and hence, expected frequen-
cies of some genotypes are small, but such tests are computationally intensive.
Screening of highly polymorphic markers necessitates use of exact tests. Guo and
Thompson (1992) proposed two algorithms to estimate significance levels for exact
tests of Hardy-Weinberg proportions. They involve (computerized) resampling proce-
dures, one a Monte Carlo and one a Markov Chain method (Box 9.1) GENEPOP
(Raymond and Rousset 1995) may be used to implement this method.

Genetic diversity at a single locus is characterized by three parameters: A = allelic
diversity, the number of alleles observed; H = observed heterozygosity, the total num-
ber of heterozygotes/sample size; and H, = expected heterozygosity. For a single locus
with two alleles, H, = 2pq, also called gene diversity. When there are more than two

A
alleles, H, = 1 — ¥ p?, where i = frequency of the ith allele. Often, H_ is reported in
i

preference to H_ because it is less affected by sampling. To reliably estimate heterozy-
gosity, multiple loci must be sampled. To extend these metrics to multiple loci, 4 = total
number of alleles over all loci/number of loci. H  and H, can be averaged over loci.

Application of the Hardy-Weinberg model provides a basis for assessment of evo-
lutionary forces affecting the array of genotypes in a population. That is, when a fit of
observed data to Hardy-Weinberg expectations is found, all assumptions underlying
the model were at least approximately met. When there is significant departure, then
one or more of the underlying assumptions were not met. Deviations may include
inbreeding, assortative or disassortative mating, random genetic drift, selection, or
population differentiation and mixing. Independent lines of evidence will be needed
to infer the cause(s) of the departure, inferences often reached using statistical
approaches described in subsequent sections of this chapter.

Sewall Wright (1965) developed a statistical approach to partitioning the departure of
genotype frequencies in a system of populations into within- and between-population
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Box 9.1. Methods underlying certain population genetic data
analytic procedures

Several methods underlie population analytic methods used for drawing infer-
ences from population genetics data. Key methods briefly summarized here are
more fully explained for population genetics contexts by Luikart and England
(1999) and for phylogenetics contexts by Nei and Kumar (2000).

Maximum likelihood methods find the genetic parameters that maximize the
likelihood of obtaining the observed data under a certain model. For example, a
statistical model is developed that gives the probability of obtaining the
observed allele frequencies given a set of demographic and mutational parame-
ters (Luikart and England 1999). It then can be determined which parameter
values maximize the likelihood of obtaining the observed data. Maximum likeli-
hood methods are difficult to understand and computationally intensive, com-
plications addressed to a large degree by the availability of specialized software
packages.

Coalescent methods assess a genealogical view of intraspecific variation,
looking backward through history past occasional mutations to infer pathways
by which extant haplotypes “coalesce” to common ancestors (Avise 2000). The
demographic history of a species leaves signatures on the coalescence events in
population trees. Examination of patterns of pairwise genetic differences can
lead to inference of the rate and date of changes in population size (Rogers and
Harpending 1992, Avise 2000).

Bayesian methods provide a probability distribution (a “posterior distribu-
tion”) for a parameter of interest (e.g., N,) by using the data and incomplete data
or expert opinion about probability distribution (a “prior distribution”) of one or
more input parameters underlying the model (Luikart and England 1999). For
example, a Bayesian approach might incorporate a prior distribution of mutation
rates ranging from 1 X 1072 to 1 X 1075, with 1 X 10~* being most probable, even
though our knowledge of the microsatellite mutation rate in our species of inter-
est is incomplete. Although the subjective aspect of Bayesian inference is disturb-
ing to some users, Bayesian methods can yield reasonably precise estimates of
genetic parameters, especially when prior information is available.

Markov chain Monte Carlo (MCMC) algorithms are computation-intensive
stochastic simulation methods for solving complex functions, for example, the
mathematical integration needed to calculate the posterior distribution for
Bayesian analyses (Luikart and England 1999).

components. The Hardy-Weinberg model is revised to add a parameter, F, the fixation
index, which captures the deviation from expected genotype frequencies:

frequency of (44) = p2 + Fpq
frequency of (4a) = 2pg + (1 — F)
frequency of (aa) = > + Fpq
F=v,/(pq) (9.1)
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The overall deviation from Hardy-Weinberg expectation (termed F;) can be parti-
tioned into: Fig = the deviation due to “inbreeding” (i.e., to processes occurring
within populations), and Fg; = the deviation due to differentiation (i.e., to processes
occurring between populations). In this partitioning:

H, =1— (p?— q/) = expected heterozygosity in population i.
Hg = (H,) /n = expected heterozygosity among n populations in
a group of related populatons (in fisheries, often termed
a genetic stock).

H, =1—(p*+ g% = expected total heterozygosity.
Fy. =1 — (Hg/H,;) = genetic deviation due to differentiation among
populations
(1-Fp) =(0-Fg1—-Fg). (9.2)

Note that F is calculated for each allele at a locus. With two alleles, the values will
be equal. With more than two alleles, the values will differ. To extend this approach to
multiple loci, after calculating F . for all alleles, the mean value can be calculated. If a
population is divided into many breeding units, then the frequency of homozygotes
tends to be higher than Hardy-Weinberg expectation, a phenomenon termed the
Wahlund effect.

A variety of software packages may be used for calculating statistics quantifying
within-population genetic variation, including Arlequin (Excoffier et al. 2006), POP-
GENE (Yeh et al. 1999), and FSTAT (Goudet 2002). Analysis of genetic diversity and
fixation indices for DNA sequences can be performed using DNAsp (Rozas and
Rozas 1995).

Assessment of Inbreeding

Inbreeding is the mating of related individuals. In the aquaculture context, inbreeding
results from crossing related individuals in the hatchery. Every individual carries reces-
sive alleles that are not expressed because they are “masked” in the heterozygous
state. Some of these alleles are deleterious, and were they expressed, they would nega-
tively impact the fitness of the carrier. Related individuals are more likely to share the
same recessive alleles than unrelated individuals. In the classical, dominance-mediated
model of inbreeding depression, inbreeding increases the rate of homozygosity by
pairing alleles that are identical by descent, thereby increasing the likelihood that dele-
terious recessive alleles will be expressed in the homozygous state. Expression of dele-
terious recessive alleles can impact the fitness of the carriers as decreased larval
viability, survival through key life cycle events, growth rate, or reproductive ability. The
frequency of abnormalities may be increased. Decreased fitness due to inbreeding is
referred to as inbreeding depression. Increasing levels of inbreeding tend to be associ-
ated with more pronounced inbreeding depression. Inbreeding depression in aquacul-
ture stocks has been demonstrated for a range of fitness and production traits in
rainbow trout (Kincaid 1976a, 1976b, 1983), growth rate and other economic traits in
channel catfish (Bondari 1984, Bondari and Dunham 1987), and larval viability and
growth rate in eastern oyster (Longwell and Stiles 1973).
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Classical Approaches

An analytical technique called path analysis (Gall 1987, Tave 1993, Hallerman 2003)
(detailed in Chapter 10) is used to identify the lines of descent from a common
ancestor to parents of an individual of interest and to estimate the contribution
of each line of descent to the resulting level of inbreeding of the individual. Essen-
tially, the approach estimates the likelihood that two homozygous alleles in an
individual are identical by descent from the common ancestor. The inbreeding coeffi-
cient (F,) of an individual is calculated as F_ = X [(%)¥(1 + F,)], where F,_is the
inbreeding coefficient for individual X, N is the number of individuals in a given path,
and F, is the inbreeding coefficient for the common ancestor (if nonzero). Closed
aquaculture stocks may have complex pedigrees. A number of computational
methods have been developed for calculating inbreeding coefficients for large
populations for which pedigrees are known (Emik and Terrill 1949, Cruden 1949 as
cited by Gall 1987). However, pedigrees for individuals in most cultured stocks are
unknown.

In the absence of pedigree information, we cannot calculate F for individuals. We
can, however, estimate the mean rate of inbreeding for the population if we make a
key simplifying assumption. Assuming that each individual contributed equally to the
progeny generation, a mean F for the population can be estimated when the numbers
of breeders of each sex used to propagate a population are known (Tave 1993,
Hallerman 2003), as described in Chapter 10. Since this simplifying assumption is
unlikely to be met fully in most situations, the resulting estimated rate of inbreeding
per generation should be regarded as the lower bound for that actually occurring in
the population. The rate of inbreeding for a population also can be estimated as a
function of its inbreeding effective population size, Ne, as F' = 1/2Ne, procedures for
estimation of which are discussed below.

A classical approach for inferring that inbreeding may have occurred in a popula-
tion of interest is to demonstrate that frequencies of homozygotes significantly exceed
those expected under Hardy-Weinberg equilibrium. Wright (1931) developed an
approach for estimating a parameter f quantifying how much of a population’s depar-
ture from Hardy-Weinberg equilibrium might be attributed to inbreeding. This
approach, however, is not particularly powerful for drawing inferences, because
departures from Hardy-Weinberg expectations may occur for other reasons (e.g., mix-
ing of populations) or for multiple reasons (selection, drift, mixing).

A large body of studies has tested the hypothesis that individual heterozygosity
at isozyme or microsatellite markers is correlated with chosen metrics of fitness
(Hallerman 2003) (see Chapter 10). Most studies invoke either overdominance or
inbreeding as the underlying explanation for results supporting the hypothesis. The
implicit assumption in such studies is that an individual’s degree of inbreeding can be
estimated reliably using on the order of 10 markers. Balloux and others (2004) used
individual-based simulations to examine the conditions under which heterzygosity
and inbreeding are likely to be correlated. The results indicated that for such a corre-
lation to prove strong inbreeding must be severe and frequent and the number of loci
screened must be large (approximately 200). Observed correlations of heterozygosity
and fitness likely reflect linkage of marker and fitness-related loci.
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Recent Approaches

Newer approaches to assessing inbreeding in individuals or populations are based on
the stepwise mutation model (SMM) for microsatellite markers. Under the SMM,
because mutation tends to add or subtract one microsatellite repeat, alleles with very
different lengths are less related than alleles with similar lengths.

Coulson and others (1998) inferred the relative level of inbreeding within individu-
als by considering individual heterozygosity (likely to reflect recent inbreeding) and
the relative lengths of their microsatellite alleles at a locus (likely to reflect inbreeding
earlier in the pedigree). Regarding microsatellite markers, heterozygotes with alleles
of very different length were considered less inbred than heterozygotes with alleles of
similar length. A method for calculating an individual-specific internal distance mea-
sure (d?) was described. Outbred neonatal red deer (Coulson et al. 1998) and harbor
seals (Coltman et al. 1998) were heavier at birth than relatively inbred individuals.
Coulson et al. (1998) concluded that both heterozygosity and mean d? were useful for
characterizing inbreeding in populations.

Ayres and Balding (1998) and Saccheri and others (1999) developed likelihood-
based methods for estimating population-level inbreeding coefficients from
microsatellite data. Ayres and Balding (1998) proposed a MCMC Bayesian method
(see Box 9.1) for assessing inbreeding-mediated departures from Hardy-Weinberg
equilibrium. The method incorporates the effect of uncertainty regarding allele fre-
quencies and constraints on f, the parameter that measures departure for Hardy-
Weinberg equilibrium due to inbreeding. The advantages of the method were
illustrated by considering data on the Plasmodium malaria parasite and on humans.
Saccheri and others (1999) showed that heterozygosity decreased more than expected
in experimentally bottlenecked populations of a butterfly. They found it more informa-
tive to estimate the probably distribution of 2, the variance in the number of descen-
dants left per gene, a measure of inbreeding. These likelihood-based methods may
perform better than classical F-statistics and support more explicit testing of different
inbreeding models and their underlying assumptions (Luikart and England 1999).

Estimation of Effective Population Size

When an aquaculture stock is propagated, allele frequencies may be changed by ran-
dom genetic drift (i.e., by nonselective processes driven by sampling error). Drift
tends to decrease genetic variation; the change in genetic variance is relatively low for
large populations and high for small populations. Drift can have a cumulative effect
over a run of generations. To assess the effect of small population size, Wright (1931,
1938) developed the concept of the effective population number, N,.

Demographic Approaches

While several different concepts of N, have been developed (Hallerman 2003), in our
context we are most concerned with the amount of allele frequency drift, and hence
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with the variance effective number. Three mechanisms decreasing N, are especially
relevant in the aquaculture context.

1. Unequal numbers of male and female breeders. In such cases, the effective popu-
lation size is related directly to the sex ratio as: N, = 4N, N,/ (N,, + N)), where:
N,, = the number of breeding males, and N, = the number ot] breeding females.

2. Nonrandom family size. If census population size N is constant and mating is ran-
dom, N, can be estimated as: N, = 4N/(2 + V), where V, = variance in family size.
Note that N, = N if I/, = 2. In many contexts, family size is likely to be different for
the sexes, in which case N, = 8N/(4 + V, + V), where V= variance in family
size among females, and V, . = variance in family size among males (Hill 1979).

3. Different numbers of parents in successive generations. If loss of variability occurs
because a restricted number of individuals was used to found a new stock, it is
referred to as a founder effect. If loss of variation occurs due to a restricted num-
ber of individuals reproducing within an existing stock, it is termed a bottleneck
effect. The effect of a reduction in the number of breeders on the effective size of
the population is estimated as 1/N, = 1/t (1/N,_, + 1/N,_, + ...+ 1/N,_ ), where
¢t = the number of generations, and N,,_ = the effective size of the population in
the generation specified. Since N, appears in the denominator of the fractions, it
follows that small values of N, make a large impact on the mean N, over a period of
generations.

These mechanisms can, of course, all be at issue in a cultured population, simulta-
neously or at different times in the breeding history of the stock. The practical impli-
cation of these considerations is that aquaculturists should not allow a stock to
become bottlenecked. The effects of random genetic drift upon N, were seen by
Allendorf and Phelps (1980), Cross and King (1983), Vuorinen (1984), Hallerman
and others (1986), Brown and others (2005), who showed loss of considerable genetic
variation after a few generations of captive propagation. However, the data require-
ments for demographics-based methods of estimating N, frequently restrict their use-
fulness for aquaculture applications. In particular, demographic methods require
numerous assumptions regarding the relative success of breeders. Only in exceptional
instances do we have access to data on who mated with whom and how successfully
(see Chapter 8 on parentage inference).

Marker-based Approaches

Because the impact of random genetic drift is a function of effective population size,
molecular genetics-based approaches have been developed for using genetic data to
obtain indirect estimates of N,. Some such models estimate N, using inferences based
on the correlation of genetic variation with population size. Large populations will
generally exhibit greater genetic variation; further, alleles at unlinked loci will be ran-
domly associated. Smaller populations will exhibit less variation; because of the lim-
ited number of allelic combinations occurring in a small population, some unlinked
alleles will be inherited together by chance alone. Applying this approach, Hill (1981)
estimated N, by assessing linkage disequilibrium (D) and correlation of alleles at dif-
ferent loci () in a sample drawn from a population. The correlation among alleles,
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r, is estimated as r = D/[p(1 — p) + q(1 — p)}:, where p = frequency of allele 4 at
locus 1, g = frequency of allele B at locus 2, and D = Burrow’s composite measure of
equilibrium, a measure of linkage. A matrix of such correlation values is constructed.
N, (D), the N, as estimated from linkage disequilibrium data, is estimated as N, (D) =
1/[3(r* — 1/s)], where s = sample size. This yields an estimate of N, (D) for each poly-
morphic locus; to obtain a single value of N, (D), the arithmetic mean value of the r%s
and the harmonic mean of the s’s are calculated and substituted into the equation.
Equations are presented by Bartley and others (1992) for calculating confidence
intervals and the variance of N, (D). Both D and r will be zero in an ideal, infinite, ran-
domly mating population, but will depart from zero in real, finite populations due to
drift, migration, selection, and linkage. The gametic disequilibrium approach to esti-
mating N, can be applied using the LINKDOS option in GENEPOP (Raymond and
Rousset 1995). Bartley and others (1992) demonstrated use of Hill’s approach using
isozyme marker data. One case study considered a hatchery enhancement program
for white sea bass (Atractoscion nobilis), in which juveniles produced by 25 adults
spawning in a tank year after year were sampled. The ratio of N, (D)/N was below 1.0
because of unequal sex ratio among spawners and unequal contribution of adults to
spawn. Another case study examined the rainbow trout (Oncorhynchus mykiss) stock
at Shasta Hatchery, California, an intensively managed hatchery-breeding program
tracking family data, sex ratios, and genetic contributions among 17-30 single-pair
matings. N, (D) was found to approximate N, arguing for good breeding practice at
the hatchery and the validity of the method used for estimating N,

Other models (e.g., Nei and Tajima 1981, Pollack 1983) use temporal variation in
allele frequencies to estimate an average N, per generation over the time interval of
interest. That is, these models use direct measurement of the effects of random drift
to infer what population size would have caused the observed change in allele fre-
quencies. The approach is particularly robust over intervals of 2 to 10 generations and
when N, is small (Waples 1989). Modifications of such models for estimating effective
sizes of salmonid populations were made by Waples (1989, 1990), Waples and Teel
(1990), and Tajima (1992). Jorde and Ryman (1995) showed how to estimate N, for
brown trout populations with overlapping generations. Temporal variation models
have been shown useful in estimating N, in hatchery populations of salmon (Waples
and Teel 1990) and shellfish (Hedgecock and Sly 1990, Hedgecock et al. 1992, Apple-
yard and Ward 2006). The disadvantage of the temporal variance approach is that two
temporally separated samples of the population (at least two generations apart) are
needed. The software package TM2.exe (Beaumont 1999) implements maximum
likelihood, coalescent, Bayesian, and MCMC algorithms for estimating current N,
from the temporal variance of allele frequencies.

A third approach to estimating N, quantifies heterozygosity excess (Pudovkin et al.
1996, Cornuet and Luikart 1996). The approach is based on the observation that when
populations are small, binomial sampling error produces genotype frequency differ-
ences between males and females, resulting in an excess of heterozygotes in their
progeny relative to Hardy-Weinberg expectations. By quantifying the magnitude of
heterozygote excess in their progeny, one can estimate N_. A primary advantage of
this approach is that only one sample is needed to estimate N,. However, the method
may be valid only for breeding systems with a random union of gametes, as in broad-
cast spawners, and confidence intervals about N, estimates are very large. However,
Luikart and Cornuet (1999) evaluated the accuracy and precision of the heterozygote
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excess method using simulated and empirical data for monogamous, polygynous, and
polygamous mating systems using realistic sample sizes of 15-120 individuals and
5-30 markers with varying levels of polymorphism. Estimates of the effective number
of breeders, N,,, were nearly unbiased for all mating systems. However, confidence
intervals were acceptably small only for polygynous and polygamous systems with
fewer than 10 effective breeders unless samples included more than 60 individuals
and 20 multiallelic marker loci. The heterogeneity excess approach for estimating N,
may be applied using the BOTTLENECK software (Piry et al. 1999).

Comparing among gametic disequilibrium, temporal variance, and heterozygote
excess methods for estimating N,, Schwartz and others (1998) regarded the temporal
variance method the most promising because it provides increasingly precise estimates
of N, as the number of alleles per locus increases. They noted, however, that the per-
formance of the three methods had not been compared under the same conditions.
Schwartz and others (1999) noted that coalescent, maximum likelihood, and Bayesian
statistics (Nielsen et al. 1998, O’Ryan et al. 1998) can be used to estimate current N,
from changes in allele frequencies assuming a known divergence time from common
ancestral populations, a context that may be relevant to aquaculture genetics.

Phylogenetic and coalescent theory have provided a number of estimators for
inbreeding effective population numbers based upon nucleotide sequence and
microsatellite data (Felsenstein 1992; Fu 1994a, 1994b; Kuhner et al. 1995; Beerli and
Felsenstein 1999). However, the inbreeding effective population number is a more
retrospective statistic, while the variance effective population number reflects more
recent demographic and population genetics processes (Crandall et al. 1999). A
recent bottleneck would result in a large inbreeding N, and small variance N, while
rapid increase in population size would result in small inbreeding N, and large vari-
ance N.. Relating to our context, phylogenetic and coalescence-based methods, while
appropriate for estimating N, over an evolutionary time-scale (hundreds of genera-
tions), would not seem particularly relevant to aquaculture genetics.

Inferring Selection

Selection, the differential perpetuation of genes and gene complexes (Dobzhansky
1970), is the evolutionary force mediating adaptation of populations to their environ-
ment. In the aquaculture context, domestication selection occurs as genotypes not
suited to culture conditions are eliminated and those suited to culture conditions
increase in frequency. Breeders purposefully use artificial selection to develop aqua-
culture stocks that are more productive under aquaculture conditions. Yet, selection
is not the only source of change in allele frequencies in cultured stocks. Nonselective
processes include random genetic drift (mediated through founder effects, limited
numbers of breeders, and unequal breeding success), mutation, and introduction of
genetic material from outside the cultured stock. For theoretical or practical selective
breeding purposes, aquaculture scientists may want to infer which loci are subject to
selection. In practice, however, this is not a simple problem (Nei and Kumar 2000,
Ford 2002, Hedrick 2005).

Many contributions to the population genetics literature seek to attach selective
significance to allozyme polymorphisms, as discussed in Chapter 7 (Kimura 1983, Nei
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and Graur 1984), and methods were developed to test the departure of observed
allozyme frequencies from expectations based upon assumptions under selective neu-
trality (Ewens 1972, Lewontin and Krakauer 1973, Watterson 1978). However, these
tests had low experimental power and their underlying assumptions frequently were
violated, making strong inferences about selection difficult (Ford 2002). For example,
Hallerman and others (1986) were able to infer that selection had affected allele fre-
quencies in cultured stocks of channel catfish but were not able to identify the
affected loci.

Because of the relatively great information content of DNA sequence data, statisti-
cal tests of the fit of observed data to neutral models has proven more successful, and
many such tests have been developed (Ford 2002). Application of selection models to
DNA-level data, however, are complicated by issues of synonymous and nonsynony-
mous nucleotide substitutions, codon usage bias, and coding and noncoding regions
of nuclear DNA. A complete discussion of these issues as related to inference of
selection is beyond the scope of this chapter, and may be found in Brookfield and
Sharp (1994) and Kreitman and Akashi (1995). We will restrict our discussion to three
models that have been applied to aquatic organisms.

Tajima (1989) developed a test statistic, D, based on the difference between two
estimators of the neutral polymorphism parameter 4N u, where u is the mutation
rate. One estimator is based on the total number of polymorphic nucleotide sites
observed, and the other based on the average number of differences between all pairs
of sequences sampled. Under neutrality, both estimators are expected to be equal,
while under selection they differ. Negative D values indicate an excess of rare vari-
ants, and positive D values indicate an excess of intermediate frequency variants. The
test for selection entails quantification of how likely the difference between the esti-
mators is attributable to chance alone. Tajima (1989) demonstrated testing of the D
statistic using a data set on Drosophila, and it has since been applied to microbes,
plants, a number of animals, and humans. Fu (1997) discusses a number of tests simi-
lar to Tajima’s D.

Synonymous mutations in a DNA sequence are expected to be selectively neutral
because they do not result in a change in the expressed protein. Nonsynonymous
mutations, because they do result in a change in the expressed protein, are more likely
to be subject to selection. Hence, the rates of nonsynomymous (d,) to synonymous
(d,) mutations among DNA sequences can be used as a test of positive selection (Hill
and Hastie 1987, Hughes and Nei 1988). If most nonsynonymous mutations are dele-
terious, thend, /d_will be less than 1; if most are beneficial, d, /d_will be greater than 1.
Application of the approach to a piscine system is perhaps best shown by studies of
salmonid transferrin, an iron-binding protein that plays a role in iron metabolism and
resistance to bacterial infection. Comparison of transferrin sequences from four
salmonids showed that the rate of evolution at nonsynonymous sites was significantly
faster than the rate at synonymous sites (Ford et al. 1999), suggesting positive selec-
tion for new alleles. In contrast, there was no evidence of greater differentiation
among Chinook salmon populations at nonsynonymous than at synonymous sites, nor
of reduction of variation due to the hitchhiking effect at the transferrin gene (Ford
2000). Within the salmonids, roughly 13% of transferrin codon sites were inferred to
be subject to positive selection; evidence of positive selection was limited to
salmonids, however, and was not seen in other fish, amphibians, or mammals (Ford
2001). The molecular locations of sites subject to selection in salmonids supported the
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view that selection is driven by competition for iron with pathogenic bacteria. Other
work using the d /d_ test approach in piscine systems included analysis of nucleotide
sequences for odorant receptor genes of channel catfish, which suggested that posi-
tive selection generated enhanced diversity within the putative odorant domains
(Ngal et al. 1993).

McDonald and Kreitman (1991) put forward a two-by-two contingency test com-
paring the numbers of nonsynonymous and synonymous polymorphisms within and
between species. Under neutrality, the ratio of nonsynonymous/synonymous poly-
morphisms within species is expected to equal that between species. Among applica-
tions in aquatic species, analysis of nucleotide sequences of 124 pantophysin I alleles
showed evidence of both balancing and directional selection, but no evidence of a
geographic basis for the varying selection (Pogson 2001). Heterogeneity in the fre-
quencies of recently derived mutations suggested that two selective sweeps may be
occurring among populations. Positive selection on pan I subsequently was found in
other members of the cod family (Pogson and Mesa 2004, Canino and Bentzen 2004).

Thorough analyses of the properties and application of selective neutrality tests
are beyond the scope of this chapter, but can be found in Li (1997), Nei and Kumar
(2000), Ford (2002), and Hedrick (2005). Software for executing five tests of depar-
tures from selective neutrality is available in DNAsp (Rozas and Rozas 1995).

Although the results would be of both theoretical and applied interest, we are not
aware of applications of models of selective neutrality to DNA-level data for aquacul-
ture stocks. We encourage such applications. Particularly interesting would be
improved understanding of the relation between host-pathogen or parasite interac-
tions and variation at the major histocompatibility complex, which potentially could
be applied in selective breeding. Alleles or haplotypes that confer resistance to key
pathogens or parasites in resource lines could be introgressed into production lines by
marker-assisted selection.

Population Differentiation

A fundamental issue on population genetics is detection, quantification, and explana-
tion of the forces driving differentiation of populations. The issue also arises in aqua-
culture. Differentiation of cultured stocks from wild populations has been considered
for species including masu salmon (Nakajima et al. 1986), Atlantic salmon (Skaala
et al. 2004), arctic char (Lundrigan et al. 2005), puffer fish (Cui et al. 2005), and pearl
oyster (Yu and Chu 2006). Differentiated populations may be identified for possible
crossbreeding, as has been considered for Asian sea bass (Zhu et al. 2006). Breeders
may have an interest in identifying unique wild populations that are candidate
resource stocks for introgression of valued traits into cultured stocks.”

Classical Approaches

The first question regarding genetic variation in a collection of populations is how
much occurs within and how much occurs among populations. The classical popula-
tion genetics literature provides a number of analytic approaches. Some predate,
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while others were developed following the impetus provided by the development of
allozyme markers.

One of the key assumptions underlying the Hardy-Weinberg model is that geno-
type frequencies are being considered across a single, panmictic population. If geno-
type frequencies depart from expectations, one possible explanation is that the data
under consideration actually are drawn from differentiated populations. Tests of
departure of genotype frequencies from Hardy-Weinberg equilibrium are discussed
above in the section on genetic variation within populations.

The observed average heterozygosity in a pool of populations with different allele
frequencies is reduced relative to the heterozygosity in the pooled population if all
individuals were randomly mating. Wright (1965) developed a theory useful for quan-
tifying population genetic differentiation based upon the fixation index, F;, which he
defined as the correlation of two alleles chosen at random from the total population.
The fixation index is calculated as:

Fg=(H,—Hy)/H,, (9.3)

where H..is the expected heterozygosity in a randomly mating pooled population, and
Hg is the average of the expected heterozygosity in randomly mating subpopulations.

Genetic variation may be hierarchical (e.g., populations within rivers within major
drainages within regions within the total range), and the analysis can be structured to
estimate partitioning of genetic variance at multiple levels. Terms of reference for
what comprises biologically meaningful genetic differentiation must be made anew
for every species.

Wright’s classic formulation for fixation indices was developed for the case of two
alleles, leaving a need to extend it to multiple alleles. Further, in Wright’s definitions,
F and F; are the correlations between two uniting gametes relative to the subpopu-
lation and the total population, respectively, and F; is the correlation of two gametes
drawn at random from each subpopulation. The underlying worldview is that all the
populations or subpopulations are derived from a common ancestral population and
that all populations are equally related to one another. This pattern of relatedness
almost never applies. Populations almost always have some pattern of phylogenetic
relatedness. Population size varies, and migration links some but not all populations.
Hence, Nei (1977) redefined F indices in terms of heterozygosities (i.e., without refer-
ence to uniting gametes and proposed a new metric, G, the coefficient of gene dif-
ferentiation) (Nei 1973). The two approaches are related; as for Fg analyses, the
relative magnitude of genetic differentiation among populations is:

Gy = (I'_IT - ﬁs) /I—_IT 94)

Often, a matrix of Fy; or Gg; values among populations is constructed and sub-
jected to a clustering algorithm to construct a population tree showing graphically the
patterns of differentiation among populations. FSTAT (Goudet 2002) is a useful pro-
gram for conducting such analyses.

Genetic distance is the degree of genomic difference between species or popula-
tions that is measured by some numerical method (Nei 1987a). Over the past several
decades, various measures of genetic distance have been proposed. In some of these
metrics, such as, Cavalli-Sforza and Edwards’ (1967) chord distance, populations are
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regarded as points in multidimensional space, and genetic distance is measured as the
geometric distance between these points. The absolute values of these distances have
no particular biological meaning; rather, the relative values are used to infer genetic
relationships among populations. Using a contrasting approach, Nei (1972, 1973b)
quantified the number of gene substitutions per locus that have occurred since diver-
gence of two populations under consideration, providing an absolute measure with
biological meaning. Minimum, standard, and maximum distance metrics were pro-
posed to take account of molecular genetic methodological and statistical complexi-
ties. A thorough discussion of distance metrics is provided by Nei (1987b). Distance
measures may be estimated and analyzed using a variety of general-purpose popula-
tion genetics analysis programs mentioned below in this chapter.

In a rather different approach, allele frequencies are regarded as random variables
and a statistical model for these variables is developed. Parameters in the model are
estimated for allele frequencies observed in samples of subpopulations. The parame-
ters in the model are regarded as components of variance. Cockerham (1969, 1973)
developed the approach for a single, two-allele locus. Weir and Cockerham (1984)
extended the approach to multiple loci and alleles. Subsequently, Excoffier and others
(1992) incorporated information on DNA haplotype divergence into an analysis of
variance format. This analysis of molecular variance, termed AMOVA, produces esti-
mates of variance components and F-statistic analogs, designated as ¢ statistics. These
metrics reflect the correlation of haplotypic diversity at different hierarchical levels of
population genetic organization, for example, within populations, among populations
within groups, and among groups. Excoffier and others (1992) presented permuta-
tional procedures to provide significance tests for each of the hierarchical variance
components. AMOVA may be run using Arlequin (Excoffier et al. 2006).

It can be useful to determine whether differentiation among populations reflects
real differences in selective forces or is simply the result of geographic distance or
stream distance (i.e., isolation by distance). Most coefficients of divergence, such as,
Fqp, Ry, and genetic distance values, can be correlated to physical distance using a
Mantel test, a correlation between two data matrixes. Suitable software for such
analysis is PASSAGE (Rosenberg 2003).

Recently Developed Analyses for Highly Variable Markers

Analyses using Fq;. or G generally assume that mutation follows an infinite allele
model or that mutation is negligible and can be disregarded. However, mutation of
microsatellite markers may be too rapid to be disregarded, and may follow a stepwise
mode of mutation. Several new statistical approaches have been developed to deal
with the high mutability and stepwise mutational mode of microsatellite markers.

R-statistics (Slatkin 1995) were developed to account for loci undergoing stepwise
mutation. Rg may be calculated as:

Ry = (S~ Sy)/5, (9.5)

where Sy, and S are the average sum of squares of the differences in allele size within
a population and in the pooled population, respectively. A matrix of Rq; values
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among the populations studied often is used to construct a population tree. Because it
captures the evolutionary history of microsatellite markers, the R metric can prove
more powerful for quantifying population genetic differentiation than IAM-based
metrics such as F or Gy (Balloux and Lugon-Moulin 2002). Rq; metrics can be cal-
culated using the RSTCALC software (Goodman 1997).

p is a metric that accounts for stepwise, multilocus variation of microsatellite alle-
les that is also correct for variation of sample size (Michalakis and Excoffier 1996). ps,
the proportion of shared alleles, is a measure of similarity between the multilocus
genotypes of two individuals (Bowcock et al. 1994). ps is calculated as the number of
shared alleles summed over loci divided by (2 X number of loci compared). A genetic
distance measure Dps between two individuals may be calculated as 1-ps, which can in
turn be averaged within or among populations. Dkf is a metric of population relation-
ship based on allele frequencies (Bowcock et al. 1994), with 1-Dkf providing a mea-
sure of genetic distance among populations. The program MICROSAT (Minch et al.
1999) is useful for estimating pairwise genetic distances both among individuals and
populations using the Dkf and Dps metrics.

Most coefficients of differentiation are based on population-level data, such as
allele frequencies and diagnostic alleles within populations. With highly variable
markers such as microsatellites, differentiation of individuals becomes feasible. Cor-
nuet and others (1999) noted that a simple study consisting of five loci and three alle-
les per locus can yield 7,776 possible genotypes. With this degree of variability, the
individual can become the ultimate taxon, with the individual multilocus genotype
replacing allele frequency as the basis for data analysis. The underlying principle of
assignment tests is that individual multilocus genotypes are assigned to populations
where their expected frequency is greatest. Individuals whose genotypes are more
likely in populations other than the one in which they are found in are said to be “mis-
assigned.” Procedurally, assignment tests provide the following:

1. Identify an individual’s population of origin
2. Add a measure of confidence to the estimate
3. Exclude populations when necessary

Methods for assignment testing can be broadly divided into likelihood-based
methods and distance-based methods. The former can be further approached using
frequency methods and Bayesian methods. Further, all these methods can be modi-
fied to be exclusion methods rather than assignment methods, noting, however, that it
is possible to use exclusion as an assignment method in itself. Limitations to assign-
ment tests should be noted. Some methods of assignment testing will always find a
“closest” population to which the individual can be assigned. However, the set of pop-
ulations included in a study may not necessarily contain the correct population.
Clearly, it may be better not to know an individual’s population of origin at all rather
than to assign it to the wrong population. A measure of confidence is therefore
needed. This can be done by comparing the value of the criterion for the individual
(relative to the given population) with values of the criterion for individuals known to
belong to the population. Assignment tests are useful for studying population differ-
entiation, immigration and dispersal, the success of deliberate introductions, for
detecting introgression (although only for a limited number of generations), and
for forensic applications. Frequentist, Bayesian, and distance-based approaches to
assignment tests have been developed (Rannala and Mountain 1997). Software
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packages for applying the assignment test include GENECLASS (Cornuet et al. 1999,
Piry et al. 2004), STRUCTURE (Pritchard et al. 2000), WHICHRUN (Banks and
Eichert 2000), Spam (Debevec et al. 2000), Doh (Brzustowski 2002), and Genetic
Mixture Analysis (Kalinowski 2003), as well as more general purpose packages such
as Arlequin (Excoffier et al. 2000), GENEPOP (Raymond and Rousset 1995), and
TFPGA (Miller 1997).

Software packages useful for applying a range of approaches for quantifying differ-
entiation of populations include POPGENE (Yeh et al. 1999), GENEPOP (Raymond
and Rousset 1995), Arlequin (Excoffier et al. 2006), TFPGA (Miller 1997), and DNAsp
(Rozas and Rozas 1995). The theory and methods for study of population genetic differ-
entiation are well elaborated, too well elaborated to be adequately described here.
Interested readers are referred to Shaklee and Currens (2003) and Hedrick (2005).

Identifying Escaped Aquaculture Fish and Mixing of Cultured
and Wild Populations

Routine aquaculture operations frequently involve the loss of cultured fish to the nat-
ural environment, with occasional catastrophic losses of larger numbers of fish. Entry
of cultured fish into natural population and interbreeding poses concerns to many
ecologists, population geneticists, and fisheries managers (Waples 1991, Utter 2003).
The best elaborated case study of such concerns regards Atlantic salmon. Cultured
Atlantic salmon stocks are genetically and behaviorally differentiated from natural
populations (Einum and Fleming 1997, Gross 1998). Interbreeding with cultured
stocks poses genetic risks to wild populations. At the individual population level,
interbreeding may lead to loss of fitness through breakdown of coadapted gene com-
plexes. A two-generation experiment comparing fitness traits among wild, cultured,
F,, F,, and backcross salmon showed that cultured and hybrid salmon exhibited
reduced survival, but faster growth than wild fish, and their parr displaced wild parr
competitively (McGinnity et al. 2003). In an independent experiment, the lifetime
reproductive success of farmed salmon was 16% that of native salmon, and the pro-
ductivity of the native population was reduced by more than 30% by interbreeding
(Fleming et al. 2000). At the landscape level, escapes of cultured Atlantic salmon over
time from many culture sites and interbreeding with native populations may homoge-
nize genetic differentiation among native populations (Hindar et al. 1991). Case stud-
ies involving nonsalmonid species are less numerous. One instance is hybrid catfish
(Clarias macrocephalus x C. gariepinus) escaping from farms in central Thailand inter-
bred with native populations of C. macrocephalus, giving rise to introgressive
hybridization with both wild and cultured stocks (Senanan et al. 2004). In contrast, a
survey of channel catfish (Ictalurus punctatus) populations in Alabama, USA, showed
no evidence of genetic impact from loss of cultured fish into natural populations
(Simmons et al. 2006).

Detection of individuals that have escaped from culture operations is relatively
straightforward if diagnostic markers are available. In some cases, it may be possible
to distinguish cultured individuals by means of phenotypes, including morphometrics,
size of fins, or scale characteristics (Lund et al. 1989, Fleming et al. 1994, Hard et al.
2000), or internal characters such as postvaccination intra-abdominal adhesions
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(Lund et al. 1997). Molecular markers, such as ratios of stable isotopes (Dempson
and Power 2004) or presence of synthetic pigments such as astaxanthin (Lura and
Saegrov 1991), have been used to identify escapees. However, these characters are
useful only for identifying escapees themselves, and are not useful for identifying
their descendents. This raises the need for screening molecular genetic markers,
which are most useful in cases where allele frequencies differ among cultured stocks
and wild populations. Hence, molecular markers will be the tool of choice for infer-
ring the occurrence and extent of mixing of escaped or released cultured stocks and
wild populations. A number of different statistical approaches for inferring the mixing
of populations are available, as described below.

As noted above, if genotype frequencies in a collection depart from Hardy-
Weinberg equilibrium expectations, because of the Wahlund effect, there will be a
heightened frequency of homozygotes. Although this approach was widely used in the
allozyme literature to infer mixing of stocks, the advent of microsatellite markers and
development of more powerful analytic approaches offer greater experimental power
for detecting such mixtures.

As noted above, assignment tests can be used to screen databases comprised of col-
lections of multilocus genotypes to assess how many populations are represented and
to identify the collection to which a particular individual’s multilocus genotype most
likely belongs (Waser and Strobeck 1998). For purposes of identifying escaped aqua-
culture fishes within a wild population, assignment tests are useful for identifying
individuals who are themselves likely migrants among populations (Luikart and
England 1999). Programs useful for applying the assignment test are mentioned in the
previous section.

A coalescence theory-based method has been developed for determining the pro-
portion of different breeding populations that contributed to a mixed or hybridized
population (Bertorelle and Excoffier 1998). A computer program was developed to
implement the procedure (Bertorelle 1998).

Molecular Phylogenetics

Aquaculturists may value knowledge of the evolution of a gene in order to understand
the expression of a valued trait in a cultured species. They may value knowledge of the
evolutionary relationships among wild and cultured stocks, as has been considered for
common carp (Kohlmann et al. 2005). Knowledge of evolutionary relationships
among wild populations may inform selection of prospective resource stocks for pro-
duction or conservation aquaculture. For example, while the Asian oyster (Cras-
sostrea ariakensis) is being considered for introduction as an aquaculture species into
the Chesapeake Bay, there is considerable confusion regarding definition of the
species. Wang and others (2004) collected oysters from five locations along China’s
coast and analyzed morphological, mitochondrial and nuclear DNA characters, dis-
tinguishing red- and white-meat forms as distinct species. With the development of
methods for propagation and culture of imperiled freshwater mussels, questions arise
regarding which potential donor stocks to propagate for outplanting into depleted
populations. Grobler and others (2006) examined mitochondrial and nuclear DNA
characters among populations of the slabside pearlymussel Lexingtonia dollabelloides
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and found that upper Tennessee drainage and Duck River populations should not be
intermixed by demographic augmentation programs. Analysis of DNA marker data
from the evolutionary perspective is the domain of molecular phylogenetics. That is,
similarities and differences in DNA markers may be analyzed using sophisticated
algorithms to infer evolutionary relationships. The principle underlying the inference
is that the greater the time since divergence from a common ancestor, the greater the
number of molecular genetic differences at selectively neutral marker loci.

When DNA sequences are derived from a common ancestor, they gradually
diverge by nucleotide substitution (Nei and Kumar 2000), as discussed in Chapter 3.
However, the rate of substitution varies among sites, for example, among protein-
encoding and nonencoding sequences. Hence, we must base our estimate of the num-
ber of substitutions upon a well-chosen mathematical model of nucleotide
substitutions. Many such models have been developed. Among the most frequently
used, under the Jukes-Cantor (1969) model, nucleotide substitution occurs at any site
with equal frequency, and at each site a nucleotide changes to one of the three other
nucleotides with a probability of a per year. Under Kimura’s (1980) two-parameter
model, the rate of transitional substitutions per site per year (o) is assumed to differ
from that for transversional substitutions (2f). Tajima and Nei’s (1984) model is
based on an assumption that the rate of nucleotide substitution is equal for all
nucleotide pairs. The decision of which model is most appropriate for a given data set
can prove difficult. Users may select among 56 models of nucleotide substitution
using the MODEL TEST software (Posada and Crandall 1998, Posada 2006).

The goal of phylogenetic inference is to construct a “tree” showing how sampled
individuals, extant populations, or species evolved from a common ancestor. Phyloge-
netic inference may be based on distance, maximum parsimony, or maximum likeli-
hood methods. In distance methods, evolutionary distances are estimated for all pairs
of taxa, and phylogenetic trees are constructed by considering the relationships
among these distance values (Nei and Kumar 2000), as discussed in Chapter 6.
UPGMA (unweighted pair-group method using arithmetic averages), least squares,
minimum evolution, and neighbor-joining methods have been elaborated for tree
construction. Nei and Kumar (2000) suggested guidelines for constructing distance-
based trees, and was also discussed in Chapter 6. Originally developed for morpho-
logical characters, maximum parsimony (MP) methods later were applied to
molecular genetic data. In MP methods, four or more aligned nucleotide sequences
are considered, and the nucleotides of ancestral taxa are inferred separately at each
site (Nei and Kumar 2000), as also discussed in Chapter 7. The smallest numbers of
nucleotide substitutions that explain the entire evolutionary process for the topology
are computed, and the topology with the smallest number of substitutions is chosen as
the best tree. Using maximum likelihood (ML) methods, the likelihood of observing a
given set of sequence data for a specific model of nucleotide substitution is maximized
for each topology, and the topology that gives the highest likelihood is chosen as
the final tree (Felsenstein 1981, Nei and Kumar 2000) (see Chapter 8). Bayesian
methods that incorporate prior information also may be used to infer phylogenies
(Huelsenbeck et al. 2001, Felsenstein 2004a).

When there are more than a few taxa, the number of possible tree topologies
becomes huge, and determining statistical support for parts of a tree becomes impor-
tant. The most common approach for estimating statistical support for a node on a
tree is to calculate bootstrap values by resampling the data (Felsenstein 1985, 2004a).
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The computational demands are such that phylogenetic inference is virtually impos-
sible without specially developed software packages. Key software packages for per-
forming phylogenetic analyses include PAUP (Swofford 1998), PHYLIP (Felsenstein
2004b), and MEGA (Kumar et al. 2004). MRBAYES (Ronquist and Huelsenbeck
2003) is the best software available for running a Bayesian-based phylogenetic analysis.
LAMARC (Kuhner et al. 2004) combines maximum likelihood and coalescence
approaches to phylogeny reconstruction. Key software for tree construction, plotting,
and drawing include PAUP (Swofford 1998), PHYLIP (Felsenstein 2004b), and Tree-
view (Page 2000). Hall (2004) is an excellent, step-by-step manual for constructing and
printing phylogenetic trees, guiding the reader through the use of PAUP, PHYLIP, and
Treeview software packages.

Phylogenetics is a well-elaborated and fast-moving field. We cannot possibly
describe all applications, key publications, and supporting software. Key references
that we recommend are Hillis and Moritz (1990), Nei and Kumar (2000), and Felsen-
stein (2004a). For references to useful software packages and other Web sites, we
highly recommend visiting the Phylogeny Programs Web site (Felsenstein 2006),
which describes and provides hotlinks to 265 phylogeny packages. Other useful
resources include the Phylogenetics Software Resources (UCMP 2006) and Bio Net-
Book (Institute Pasteur 2006) Web sites.

Perspective

Aquaculture as a field of science dates back to about 1970. A self-identifying field of
“genomics” dates back to about the mid-1980s. Development of our workhorse pro-
cedure, polymerase chain reaction, dates to the late 1980s (Saiki et al. 1988). Devel-
opment of microsatellite markers dates to the 1990s, giving rise to a burst of
development of newer, more powerful statistical analyses starting in the late 1990s,
with subsequent development of new statistical software packages. The upshot is that
we, as aquaculture geneticists, find ourselves with scientific investigative power that
was unimaginable only a few years ago. We see no reason that the rapid growth at the
interface of aquaculture and genomics should not continue. While the underlying
population genetic and phylogenetic principles that we convey here will remain cur-
rent, the latest developments in computational resources will change rapidly. Hence,
we encourage interested readers to keep current on new developments by searching
for papers and software that cite and build on the key articles that we have described.
We hope that our presentation here sparks application of these exciting, new tools to
aquaculture problems.
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Chapter 10
Linkage Mapping in Aquaculture Species

Roy G. Danzmann and Karim Gharbi

Introduction

Linkage mapping is an exercise in ‘jigsaw puzzle X n assembly,” where the n refers to
multiple separate linkage groups. Although complications in linkage mapping can
arise (e.g., anomalies in the modes of genetic transmission of certain genetic markers
[i.e., segregation distortion], or differences in the rates of genetic recombination
between individuals or between the sexes within a species), linkage mapping is a rela-
tively simple three-step process, and adherence to these steps can result in the effec-
tive ‘piece-meal’ construction of the jigsaw. In addition, a jigsaw puzzle is perhaps not
the best analogy to use for this process, given the fact that jigsaw puzzles are two-
dimensional unknowns, while linkage maps are essentially one-dimensional struc-
tures. The three iterative processes that through time build a complete linkage map
follow:

1. The calculation of the minimum two-point recombination distances between all
pairs of genetic markers (i.e., identification of linkage groups)

2. The ordering of these markers in relation to their proper phase vector along the
linear length of a linkage group

3. The calculation of the map distances separating the markers along the length of
the linkage group

The first process facilitates the assignment of new markers to their respective link-
age groups. The second process may use information on the orientation or phase of
marker alleles that have already been placed within a linkage group to assign the
phase of newly genotyped markers, or the phase may be established through knowl-
edge of the transmission of alleles from grandparents. The determination of phase
assignment is based upon observed recombination distances between marker pairs,
and recombination distances form the basis for establishing map distances among the
sets of markers within the linkage group. Linkage mapping could therefore be consid-
ered a process of ordering the linkage phase of a series of markers along the length of
a linkage group to achieve a minimum number of recombination events along the
length of the linkage group. Thus, among several different orders of markers that may
be obtained for any given linkage group, the one that minimizes the total map length
(i.e., reduces the total number of recombination events) of the linkage group can gen-
erally be taken as the most correct order for the placement of markers.

Researchers can produce different types of genetic linkage maps. Classical genetic
mapping procedures involve genotyping parents and offspring, while more elaborate
methods may involve map construction based upon radiation hybrid mapping panels.
This chapter will focus on the former method of linkage map construction. Classical
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linkage mapping can involve the use of normal genomic segregation patterns derived
from backcross, recombinant inbred, F, intercross, outcross mapping panels, and
pedigreed multigenerational line information. It may also involve the generation of
artificial genomes through the processes of haploid gynogenesis and/or androgenesis
(Babiak et al. 2002), whereby two homozygous lines may be crossed and a resulting
hybrid line between two parental homozygous lines is in turn gynogenetically or
androgenetically manipulated to produce homozygous doubled haploids with all-
maternal or all-paternal inheritance. These progeny can then be used to directly score
meiotic events between the two parental haploid vectors that are present in the hybrid
parent (see Pandian and Kirankumar 2003 for a review of androgenesis in fishes). The
biggest advantage to using doubled haploid mapping panels is that all doubly
heterozygous marker positions in the genome will be fully informative with respect to
the construction of a single genetic map, regardless of the marker type (i.e., dominant
versus codominant markers). With other types of classical genetic mapping data, both
parental genomes contribute variable allelic information to the progeny used in a
mapping panel, and thus sex-specific genetic maps may need to be constructed that
are a heterogeneous mixture of all of the available polymorphic genetic data. Some
markers will be informative in both parents while others will only be informative in
either the male or female parent.

Most species that are intensively used for aquaculture production have large num-
bers of progeny. Therefore, it is possible to use single mapping panels for the con-
struction of genetic maps in these species. The discussion that follows in this chapter
is based on the assumption that large progeny datasets are available for the construc-
tion of genetic maps, and hence will focus on the methods that can be applied to
either doubled haploid, or normal bisexual cross progeny datasets. Classical genetic
mapping methods are equally applicable to both types of family structures. It is also
assumed by the authors that the readers of this chapter will be familiar with the basic
biological principles of the genetic transmission alleles from parents to offspring and
understand the process of meiosis and recombination. Readers who are unfamiliar
with these concepts are strongly encouraged to consult an introductory genetics text-
book for an overview of these principles.

To begin a linkage study, it is necessary to produce one or more mapping panel
families. A mapping panel can be produced by mixing the gametes from a single pair
of parents. It is of course necessary to obtain a DNA sample from both parents. While
not an absolute requirement, it is also recommended that both sets of grandparents
be sampled in order to determine the phase of the marker alleles in the parents con-
tributing the mapping panel. This sample may be obtained from any tissue in the indi-
vidual, and it is recommended that a reserve tissue supply be frozen for future
extraction of DNA. Additionally, the progeny produced for the mapping panel will
need to be sampled at some point in their development to obtain tissue samples for
future DNA extraction. The reader is referred to other sources for methods on DNA
preparation and analysis. It is assumed that most of the genotypic data that will be
analyzed for linkage analysis will be obtained using modern molecular methods
involving polymerase chain reaction (PCR) of source DNA samples. Readers are
referred to Part I of this book for DNA marker-related issues.

The minimal requirement for conducting a linkage test is obtaining genotypic data
in the parents and progeny for two markers that are both heterozygous (i.e., have two
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alleles present) in at least one of the two parents in the family. In practice of course,
many more than two markers are required to build up knowledge on the chromosomal
positions and linkage arrangement affinities of molecular markers. An important tar-
get of linkage mapping is to provide a framework for future in-depth molecular work
involving DNA sequencing and physical mapping in the genome of the research
species. To achieve this goal it may be necessary to genotype and map several thousand
genetic markers. After a researcher has accumulated the genotypes of the parents
involved in their mapping panels along with the genotypes of mapping panel progeny
and arrayed them according to the input specifications of the software needed to per-
form the linkage analyses, it is possible to begin a formal analysis. Software resources
available for conducting linkage analyses along with an overview of various associated
features present within each package are given in the last section of this chapter.

Estimation of Recombination Distances and Mapping Functions

Using the simple principles of Mendelian inheritance, biologists have known since the
beginning of the twentieth century that genetic markers tend to assort independently
from one another, unless they are physically linked on a chromosome. Alfred Sturtevant,
a graduate student in T. H. Morgan’s laboratory in the early 1900s was the first individ-
ual to recognize that exceptions to Mendel’s independent assortment of alleles were
likely due to the physical proximity of genetic elements to one another that somehow
prevented their independent segregation. He rationalized that two alleles would
remain in combination with one another throughout the meiotic process, the closer
they were to one another. Thus, recombination events between any given allele to any
other chosen allele in the genome would be proportional to the distance they were
apart on a chromosome. For unlinked genetic markers, this would simply approxi-
mate a ratio of 50% between any source allele at a polymorphic locus. For example, if
we had two alleles, ‘A’ and ‘a’ at a heterozygous locus and ‘B’ and ‘b’ at another het-
erozygous locus, the ‘A’ allele would have an equal probability of being associated with
allele ‘B’ or ‘b’ following meiosis II, if the two loci are unlinked. For physically linked
alleles, however, this independent assortment expectation would not be obtained.
Using the principle that crossover events along a chromosome that could reverse the
phase of allelic combinations for a pair of linked marker alleles (i.e., produce a
recombination event) were less likely the closer two alleles were to one another, it was
possible for Sturtevant to devise a scheme whereby genetic markers could be arrayed
along a chromosome according to their pair-wise recombination differences. More
closely linked alleles would show fewer recombination events between one another
than more distantly linked alleles. In our example above, if allele ‘B’ is tightly linked
to allele ‘A,” then AB and ab genotypic combinations would be seen in much higher
frequency than their expectation according to random segregation. If allelic segrega-
tion occurs randomly at both loci and there is no linkage present, then AB and ab
genotypic combinations are each expected to occur approximately 50% of the time in
the progeny of a family, while the other two genotypic classes (i.e., Ab and aB) should
also constitute approximately 50% of the progeny genotypes. If these latter two
classes are largely underrepresented while the AB and ab genotypes constitute almost
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all of the progeny genotypes, then it can be established that these two markers are
indeed linked and that the likely parental phase of the linkage is A-B and a-b.

Thus, by simply ranking pair-wise recombination events between genetic markers
on a scale from low (with zero recombination obviously demonstrating the tightest
linkage) to high (approximating 50% recombination), it is possible to obtain the lin-
ear order of genes/markers along a chromosome, which is similar to the concept of
‘beads-on-a-string’ chromosome structure that Morgan and his coworkers envisioned
for the early structure of genes arrayed on chromosomes. This beads-on-a-string
metaphor is in fact a very good analogy to the true relationships among genetic ele-
ments along chromosomes, because genomic studies have amply demonstrated the
linear one-dimensional relationships among genetic markers.

To obtain an estimate of the number of recombinant genotypes between any pair of
genetic markers it is necessary to calculate the recombination fraction/ratio between
the pair of markers being considered. This is simply a matter of summing the counts
for the two most abundant genotypic classes (parentals) (remembering that both
markers must be heterozygous to test for linkage, and thus four allelic configurations
are expected in the progeny), and similarly summing the counts for the two least
abundant genotypic classes (recombinants), as an estimate of recombination fraction.
The recombination ratio/fraction, which is often termed theta (6), can then simply be
calculated as: recombinants/(parentals + recombinants), or as: recombinants/N,
where N is the sample size of the mapping panel. An estimate of 6 may also be
obtained by directly looking at the number of ‘breakpoints’ in a genetic phase map,
along the length of ordered markers in a linkage group. For example, if the best
marker order for a linkage group is established, and the allelic phase of the markers
within each mapping panel individual is obtained and arrayed according to the linear
order of markers, then recombination points are easily observed (Figure 10.1) at each
location where the allelic phase alternates within an individual. This is then counted
as a recombination event (r), and the value of 6 is obtained as: Zr/N. Of course, if the
phase of the alleles is known directly (i.e., obtained from knowledge of the grand-
parental alleles transmitted) then the recombinant classes can be established a priori.

The strength or likelihood of a true linkage is contingent upon two factors: (a) the
sample size, or informative number of meioses, that contributed to the estimate; and
(b) the observed 6 for the marker pair being considered. The Logarithm of Odds
Score or LOD score is a statistic that can be used to express the likelihood that two
markers are linked using information based upon the two parameters just mentioned.
The LOD score is calculated as:

LOD =nL,, (2) + rL,, (6) + (n — )L, (1 — 6), if0<6=050  (10.1)

10

or

LOD =nL,,(2), if6 =0 (10.2)

where, r = observed number of recombinants
n = the pair-wise sample size used to obtain the linkage estimate
6 = the observed recombination fraction
L,, = log (to the base 10)
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Figure 10.1. A phase map of linkage group 10 from the female genetic map in rainbow trout
obtained from one of the mapping panels used by Danzmann and others (2005). The linear
order of markers along the linkage group is indicated on the left hand side of the figure, and the
two allelic phases for all the markers in the linkage group are scored either as ‘A or ‘H’ (corre-
sponding to the two alleles that may be contributed by the female parent at any given genetic
marker position). Each column represents the genotype obtained from a single offspring in the
family for each marker, so that the entire column represents the phase vector for that individ-
ual. Adjacent markers along the length of the map will have a tendency to show greater affini-
ties of one allele versus the other with their immediate adjacent neighbors (i.e., share a higher
incidence of either the ‘A’ or ‘H’ allele with the neighboring marker). Recombination levels can
be directly obtained from the phase map by simply summing the number of instances where a
phase change occurs across all the progeny sampled. For example, the recombination level
between marker OMM1204 and OmyIL1B(DIAS) would be 3/48 = 0.0625. Changes in phase
along the phase vector of an individual represent the number of cross-over points that a partic-
ular chromosome experiences during meiosis prior to transmission in the offspring. (Also see
color plate.)

Thus, when comparing two mapping panels, both mapping panels may have equiv-
alent recombination fractions, but the panel with the larger sample size will have a
larger associated LOD score with any given 6 fraction. See Figure 10.2. Therefore,
when planning the assignment of LOD thresholds for linkage analyses, consideration
should be given to the sample size of the mapping panel. To minimize the instances
where corrections to map distances may need to be made (i.e., to correct for the inci-
dence of double and multiple crossover events that will reduce observed recombina-
tion estimates, see section below), LOD score thresholds should be chosen so that
observed recombination fractions greater than 0.20-0.25 will not be placed within a
linkage group cluster. Recombination fractions estimated to be around 0.25 may
often underestimate the true map distance due to the increased probability of mul-
tiple crossovers occurring as map distances increase. A LOD threshold of 4.0 will be
sufficient to minimize the chances of including markers with increased recombination
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Figure 10.2. Distribution of LOD scores (y-axis) associated with varying levels of recombina-
tion (x-axis) that will be observed in mapping panels of varying sizes. Progeny sizes of 30, 50, 70,
90, and 110 progeny are shown.

fractions (i.e., 6>0.25) within moderate-sized mapping panels (i.e., N~50, or N>50).
For smaller-sized mapping panels, an LOD threshold greater than 4.0 should be
applied. See Figure 10.2.

The above discussion suggests that the estimation of genetic map distances will sim-
ply be a matter of calculating the cumulative recombination fractions between any point
source marker and all other markers along the linkage group. This is of course not true
given the fact that distantly linked markers will appear to be unlinked. Even for more
proximal markers along the linkage group, consideration must be given to events such
as double and higher orders of crossovers. Double crossovers present the problem of
underrepresenting true genetic distances between a pair of markers since two crossover
events will bring the parental phase alleles back into the same linkage phase and make it
appear as if no recombination events have taken place along the length of the chromo-
some between these two alleles, while in fact, two distinct crossover events have
occurred between these linked markers. Thus, as nearest neighbor recombination dis-
tances are obtained from a mapping panel, and are used to construct the linear order of
markers in the linkage group, it is often observed that the cumulative map distances
along the string of markers will exceed the recombination distance that is estimated
between the two distal markers. For example, if d,, d,, d, represent the pair-wise recom-
bination estimates between A-B, B-C, and C-D, respectively, and d, represents the
recombination fraction between A-D, with A and D being the flanking pair of markers
in the linkage cluster, it is often observed that: (d, + d, + d;) > d,. The degree markers
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to which these distances differ from one another is dependent upon the frequency of
multiple even crossovers between A and D. This phenomenon may also in turn be influ-
enced to some extent by the actual size and physical structure of the chromosome
(Qumsiyeh 1994). The degree to which chromosome structure, size, pairing affinities,
and regulatory factors (Heyting 1996) can influence crossover events along a chromo-
some is termed interference and is recognized as any crossover event having an influ-
ence or inhibiting the occurrence of another nearby crossover event. This topic will be
dealt with in the next section of the chapter.

In the above discussion it is important to note that an odd number of multiple
crossovers will not reverse the allelic phase between the two markers being consid-
ered. However, an odd number of multiple crossovers between the most distal pair of
markers may actually produce an even number of crossover events between markers
that are intermediate to these two distal markers, which can in turn lead to a decrease
in recombination estimates between markers intercalary to the flanking markers. See
Figure 10.1.

The physical occurrence of crossover points or chiasma was historically thought to
largely be a random process throughout the length of a chromosome, so that correc-
tions for larger mapping intervals would be necessary to correct for the occurrence of
double or multiple even numbered crossover events between a pair of markers. Sev-
eral mapping function corrections have been proposed by past researchers, with the
Haldane and Kosambi mapping functions still widely used by modern researchers.
When map distances are simply reported as 6, or the observed recombination dis-
tance, this is known as the Morgan mapping distance. A review of these mapping
functions is given in Ott (1999). The modified mapping distances (md) that can be
estimated, from the two most common corrections available in most linkage mapping
software programs follow:

The Haldane mapping function is given as:

md = —%eIn(1 — 20), if 0=6<<)% (10.3)
The Kosambi mapping function is given as:

md = %eIn((1 + 20)/(1 — 20)) (10.4)

An additional mapping function that accounts for the incidence of crossover events
along a chromosome is the binomial function (Liberman and Karlin 1984).

md = Kexe[1 — (1 — 20)'] (10.5)

where, x = the modal number of crossover events that are detected along a linkage
group. This mapping function provides an estimate that is similar to the Kosambi func-
tion when x = 2 and increases the map distance estimates as x increases (Figure 10.3).

Mapping functions serve to increase the mapping distance estimates between a pair
of markers as a function of the overall 6 distance that is estimated between the marker
pairs. This is done in an effort to try to compensate for the anticipated multiple crossover
events that are theoretically expected to occur in the interval that would reduce the esti-
mate of the true genetic distances. For recombination distances in the region of 0-20%),
0, Kosambi, and Haldane mapping functions give fairly equivalent estimates. However,
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Figure 10.3. Estimation of readjusted recombination distances that will be obtained with
various mapping functions.

one can see by examining Figure 10.3 that for distances exceeding 6 = 0.20, reestimates
of genetic distance quickly increase, especially for the Haldane mapping function.

Given the fact that several recent cytogenetic studies have revealed that chiasmata
distributions are not uniformly distributed throughout the lengths of chromosomes, and
can be influenced by chromosome structure and length (Kaback et al. 1992, Heyting
1996, Turney et al. 2004), and DNA composition within chromosomal regions (Jansen-
Seaman et al. 2004), it may not be advisable to apply mapping function corrections to a
new species in the absence of a more rigorous analysis of recombination fractions within
the species. As an example, a comparison of the observed recombination fractions in
female and male rainbow trout from two mapping panels that were used by Danzmann
et al. (2005) reveal that the observed recombination ratios versus plotted map distances
do not approximate either the Kosambi or Haldane mapping functions for recombina-
tion fractions less than 0.35, and for recombination fractions larger than this, the
Kosambi function may be appropriate only for correcting female mapping distances.
However, neither the Kosambi nor Haldane function appears appropriate for correct-
ing male recombination fractions (Figures 10.4A and 10.4B). Observed male recombi-
nation fractions and map distances were more similar to one another across all the
recombination intervals examined, than were those of the female distributions.

This dataset highlights the importance of constructing male and female-specific
linkage maps in instances where large recombination differences exist between the
sexes. Salmonid fish may represent an extreme example of this condition, because
these fish have the largest reported sex-specific differences in recombination ratios for
any known vertebrate (Sakamoto et al. 2000). Although most aquaculture species are
unlikely to have such extreme differences, it may still be informative to plot sex-specific
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Figure 10.4. Distribution of observed recombination levels versus calculated map distances
for pairs of linked genetic markers in female (panel A) and male (panel B) rainbow trout. Data
are obtained from two mapping panels (Lot 25 = dark grey box plots and Lot 44 = light grey
box plots). Data were analyzed for all markers falling into the following recombination inter-
vals: 0.10-0.15; 0.15-0.20; 0.20-0.25; 0.25-0.30; 0.30-0.35; 0.35-0.40, and 0.40-0.45. The box
plots are bounded by the lower and upper 25 percentiles of the distribution with the middle bar
in the box plot showing the median of the distribution. The lower and upper dots represent the
5th and 95th percentile, respectively. The solid bar represents observed map distance =
observed recombination distance. The fine-dotted line represents the Kosambi mapping func-
tion correction. The long-dashed line represents the Haldane mapping function correction.
Map distances were obtained as raw O scores from phase maps (using MAPDIS-V!) with the
option to ignore adjacent double crossovers in the phase vectors invoked. Mapping module in
LINKMFEX software: see Table 10.1.
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recombination levels in relation to their estimated map distances. Sex-specific differ-
ences in recombination rate (based upon differential chiasmata distributions between
the sexes) have been reported among mammalian and amphibian species, which is in
contrast to the findings of general homogeneity for sex-specific chiasmata distributions
in avian species (Wallace et al. 1997, Pigozzi and Solari 1999). Without the construc-
tion of sex-specific linkage maps and the estimation of sex-specific recombination dif-
ferences in any new species being studied for aquaculture production, the assignment
of an accurate mapping function correction remains enigmatic.

The empirical example outlined for the rainbow trout data set of Danzmann and
others (2005) indicates that the two most commonly used mapping function adjust-
ments (i.e., Kosambi and Haldane) may not be appropriate for all investigated
species. Although the Kosambi function may be appropriate for species that appear
to express some degree of interference in their crossover structure (versus lack of
interference for the Haldane function), it is apparent, that even the moderately
adjusted map distance obtained with the Kosambi function may overestimate the
majority of map distance placements. Where the empirical data suggest that interfer-
ence levels may be moderate to high, mapping functions with a more conservative
reestimation of the actual observed recombination fraction (i.e., a modified binomial)
could be applied. The modified binomial may be expressed as:

md = 0 — [4[1 — (1 — 20/4)"]] + 6, (10.6)

where x = the expected number of crossovers in the interval. See Figure 10.3. This
mapping function gives slightly lower recombination estimates of the mapping dis-
tance compared to the binomial correction, and much lower levels than those
expected with the Kosambi function, yet still provides a slightly higher estimate than
observed 6 values for r = 0.20.

When making adjustments for observed recombination levels, it is also important
to remember that many of the potential false assignments to a given linkage group can
be prevented by arbitrarily choosing a stringent LOD level for acceptance of linkage.
If LOD level thresholds are set at a sufficiently high enough level then false inclusions
will largely be prevented. Linkage thresholds set at LOD = 3.0 have largely been used
for constructing linkage maps (log of odds probability = 0.001 for false inclusion)
(Ott 1999). However, even this apparently stringent threshold may result in an
increase in Type I error when constructing maps and adjusting map distances. For
example, for the data shown in Figure 10.4, marker pairs with pair-wise recombina-
tion intervals greater than 0.20 and 0.30 would not be considered to be linked in the
Map25, and Map44 mapping panels, respectively, at a LOD = 4.0 threshold. How-
ever, at a LOD = 3.0 linkage acceptance threshold, marker pairs are accepted as
being linked within the next highest recombination interval in Map25 (= 0.20 — 0.25),
and Map44 (= 0.30 — 0.35), thus increasing the likelihood that the observed recombi-
nation value may be underestimated. This illustrates the importance of setting a LOD
threshold value that is stringent enough to minimize the potential of including loosely
linked markers (i.e., 6 = 0.25) for moderately sized mapping panels.

The above example highlights that if a large enough LOD threshold is set prior to
constructing a linkage map, then many potentially false linkage pair assignments can be
avoided, and that linkage interval assignments falling within a recombination zone
requiring extensive map adjustment (i.e., > 0.30) will rarely occur. Furthermore, as
marker densities are increased during the progression of a linkage mapping study, the
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probabilities are increasingly diminished that new markers will fall into a ‘grey zone’ of
recombination that may require some mapping distance adjustment. Most newly added
markers will have recombination values whereby observed 6 values are the best estimate
of the recombination distance. However, it is recognized that during initial starting map
construction, marker densities will be sparse and it may be appropriate to apply a map-
ping function correction for adjustments of terminal markers added to a linkage group,
or long interval adjustments within the central portions of a linkage group. We would,
however, strongly recommend that these types of adjustments be avoided by initially
setting a high and stringent LOD level for inclusion of newly added markers. This may
initially produce a fragmented map with many small, unlinked segments, but this is
more desirable than having spurious linkage arrangements generated that can result
when markers with missing genotypes are added to the linkage complement.

Linkage Estimation and Map Order Determination

The first step in establishing a linkage map is determining whether any pair of genetic
markers that have been genotyped are linked to one another. As mentioned, linkage is
characterized as the nonrandom joint segregation of marker alleles following meiosis.
Genetic markers that are physically linked along a chromosome will not segregate
independently from one another but will tend to maintain their parental allelic phases
without disruption throughout the process of meiotic recombination/reduction (i.e.,
meiosis I) and separation of chromatids (meiosis II). As outlined above, if markers are
very close to one another on a chromosome, then only two sets of genotypes will be
observed in the progeny (i.e., alternate parental phases). We would term such a phe-
nomenon as complete linkage characterized by the complete absence of recombinants.

To determine whether marker pairs are linked to one another, it is necessary to cal-
culate the recombination fractions and associated two-point LOD scores among all
pair-wise marker combinations (see description in the previous section). This will
result in the estimation of: ne(n — 1)/2 LOD scores, where n = the number of mark-
ers genotyped in a given mapping parent. Since linkage maps are the representation
of meiotic events that have occurred in a single individual, the most accurate estima-
tion of recombination fractions are obtained by tracking the findings from meiotic
events in single parents. Although methods are available for pooling data across mul-
tiple parents, most important aquaculture species are extremely fecund. This facili-
tates the production of large family sizes that are readily amenable to the methods of
direct linkage analysis. The discussion that follows assumes that linkage maps are
being constructed within a single sibship.

After two point LOD scores have been determined, it is possible to begin the linear
ordering of the markers by first determining the total number of markers that fall
within a linkage group (i.e., cluster of linked markers). Several software packages are
available that will implement such clustering searches. See the last section in the chap-
ter. Criteria for the inclusion of markers within a linkage group should be done using a
fairly stringent LOD threshold. Previous research has suggested an LOD threshold of
3.0 for inclusion (Ott 1999), but we would recommend that a higher threshold be cho-
sen. See discussion in the previous section. Initial ordering, when first starting a map-
ping study, could be accomplished using an LOD = 3.0 threshold to establish a
‘template’ order when marker densities are low. However, as additional markers are
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added, researchers should establish a more stringent LOD threshold to minimize the
chances of Type I error assignments to linkage groups (i.e., chance inclusion of markers
to a linkage group due to the increased number of pair-wise recombination tests per-
formed). After the linkage group clusters have been established, it is possible to begin
map ordering of recombinant markers. Nonrecombinant markers represent a single
locus and should therefore be collapsed into a single composite marker prior to order-
ing. The first step in the process is to establish the nearest neighbor marker positions of
all markers within the linkage group. For any source marker, the most likely nearest
neighbor to that marker will have the lowest recombination value and highest two-
point LOD score value. Although it may appear a priori that the lowest recombination
value alone should dictate evidence for a linkage affiliation, it must be remembered
that recombination estimates are only approximate estimators for linkage associations
given the fact that similar recombination values may be found among marker pairs that
vary in their degree of missing genotypes. Low recombination values generated when
extensive genotypic information is missing for a given marker may generate spurious
linkage associations. Therefore, those marker pairs that have the lowest associated
recombination value and highest associated LOD score should be regarded as the
most likely nearest neighbor combinations when determining initial map orders. In
instances where nearest neighbor markers differ by these criteria (i.e., one marker
appears to possess the lowest recombination distance, while another marker has a
higher LOD score for assignment), preference for nearest neighbor map placement
should be given to the marker with the higher LOD score association.

The establishment of proper marker ordering is a nontrivial exercise given the sober-
ing fact that it is possible to generate (n + x)!/2, linkage map orders, where n is the total
number of unique marker positions genotyped, and x = the total number of zero recom-
bination clusters detected in the linkage group. Thus, if 60 markers were assigned to a
particular linkage group, and 12 zero recombination clusters were detected in the link-
age group represented by 37 markers, then (23 + 12)!/2 = 5.16 X 10* map orders
would be possible. Marker ordering begins by arbitrarily selecting a source marker and
determining the nearest neighbor markers to this marker. Marker clusters with zero
recombination from one another are of course excluded from the analysis with the
caveat that any single marker chosen to represent this cluster has the most complete
genotypic information available.

For any point source marker, the first two nearest neighbors to this marker will
have three possible true map orders. For example, if the initial source marker is called
‘3,” and two new additional markers (i.e., 2’ and ‘4’) were identified as being the near-
est neighbors to this marker, then the three possible map orders for these markers are
2-3-4, 3-2-4, and 3-4-2. Note that the ordering 4-2-3 and 2-4-3 are identical to the lat-
ter two map orders, and simply indicate that marker 3 would either be an upstream
marker or downstream marker in the linkage group.

To determine which of these multipoint orderings are correct, the recombination
intervals (®) between the markers would be compared. If marker 3 is internal within
the multipoint cluster then the following relationships will generally hold:

(0 +0,)=0,,
0,;<0,

0,,<0,, (10.7)
See Figure 10.5.
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Figure 10.5. Crossover intervals that are involved in multipoint ordering of up to two adjacent
marker positions in a linear genetic map.

If one of the following conditions is observed, then support would be obtained that
marker 3 is a terminal marker in the multipoint cluster, and that the next nearest
neighbor should be added to assess the flanking position.

(®23 + ®24) = ®34 (24 + ®34) = ®23
23 < ®34 24 < ®23
0, <0, 0,,<0, (10.8)

The observation of either 0,, < ©,,, or ©,, < 0,, holding true would suggest that
marker 3 is a terminal marker in the cluster.

After the flanking markers in a 3-point cluster are determined, the flanking mark-
ers themselves are chosen as the source marker and the procedure described above is
repeated. If the order 2-3-4 was ascertained to be the most likely ordering for the mul-
tipoint set, and the next nearest neighbor marker placed with marker 2 was deter-
mined to be marker 1, then by extension, the same interval tests could be applied to
the 1-2-3 cluster ordering (see Figure 10.5), and extended to include marker 4 so that
the following recombination criteria would hold.

®12 + ®23 + ®34 = ®14
®12 + ®23 = ®13 ®23 + ®34 = ®24

if ®,,0r ®,, # or > 0.50

14

0,;,=0, 0,,=0

0,=0, 0,,=0, (10.9)
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Similarly, for the addition of the next nearest marker proximal to marker 4, for
example, marker 5, the following recombination distributions would hold:

®23 + 34+®45 = ®25
®23 + 34 = ®24 ®34 + 45 = ®35

0,, =0, 0,,=0,,if 0,, or O, # or > 0.50

0,,=0, 0, =0, (10.10)

This procedure is repeated iteratively (i.e., evaluating the accuracy of all four
marker intervals) until a complete map order is obtained. By starting with each
marker in the linkage group, the likelihood for any given map order can be obtained
as: t/N, where t is the number of orders of a specific type obtained over all possible N
marker initiated maps.

For any given three marker multipoint test, two terminal markers and one central
marker will always be identified. If it is determined for all subsequent marker additions,
that the recombination interval for one of the terminal markers is always greater than
the entire initial multipoint interval, and if the most likely placement of the nearest
neighbor converges on the same marker for both flanking markers, then it is most likely
that this marker represents a terminal marker in the assembly. As an example, let us use
initial multipoint ordering 2-3-4. If it is found that marker 1 appears to be the nearest
neighbor to marker 2 and also to marker 4,and ®, = (0,,+0,,),and ®,, < 0, ,, then it
is most likely that marker 4 represents a terminal position in the linkage group.

Difficulties arise in map ordering when markers with missing genotypic informa-
tion are included. This situation will apply to most mapping panel datasets. When two
markers are compared to one another, and both markers have missing genotypes then
their estimated recombination interval may in fact be either somewhat larger or
smaller than their true recombination fraction due to chance. Thus, when multipoint
ordering of such markers is attempted, ambiguous orders may result dependent upon
the sequence of marker additions. To minimize the errors that are inherent when
using markers with missing genotypic information, it is recommended that a frame-
work map first be constructed. Such a map would use only those markers with com-
plete genotypic information to establish an initial map order. Following this, markers
would be added to the framework map in order of decreasing information content. In
other words, the marker(s) that would be added in the next step of map order con-
struction to a framework map would be markers, or the marker, missing the least
amount of genotypic information. The last markers, or marker, to be added to the
map would be marker(s) with the least amount of genotypic information. For an addi-
tional discussion of mapping order methods, see Speed and Zhao (1993).

Crossover Interference

Crossover interference is the phenomenon whereby a single crossover event during
meiosis tends to diminish or restrict the probability that an adjacent crossover event
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will occur within the same region. Complete positive interference indicates that at
most there will be a single crossover event per chromosome arm. Hence, for a meta-
centric linkage group this would allow two crossover events (one on each arm of the
metacentric) to exist within the linkage group. Methods such as gene-centromere
mapping have been used to infer the relative lengths and orientations of gene markers
along a chromosome arm (Danzmann and Ghabi 2001), and have relied on the phe-
nomenon of chromatid interference to derive the relative order of markers along a
chromosome. Basically, the methodology consists of scoring homozygous and het-
erozygous genotypes in the progeny of a mapping panel following the induction of
techniques that suppresses meiosis 1II (e.g., gynogenesis). The higher the proportion
of heterozygous progeny, the higher the probability is that a crossing-over event has
occurred between the genetic locus and the centromere. Thus, the observed propor-
tion of the heterozygotes scored in the mapping panel is taken as a measure of the
genetic distance between the centromere and marker as a function of y/2, where y
indicates the proportion of heterozygotes scored. See Danzmann and Ghabi (2001)
for a more detailed description of the methodology.

Interpretations of gene-centromere mapping data, however, rely on the premise
that crossover events will be randomly distributed throughout the length of a chromo-
some so that it is highly unlikely to observe the complete transmission of heterozygous
progeny following gene-centromere mapping methods unless a single crossover event
has occurred between the centromere and the marker in question. If chiasmata junc-
tions are, however, constrained within restricted chromosomal regions (Jansen-
Seaman et al. 2004) then more distal markers from the centromere within a linkage
group may actually be characterized by mixtures of homozygous and heterozygous
genotypes, if a second crossover junction point occurs along a chromosome that is dis-
tal to the first and may involve crossing-over among any of the four chromatid arms
involved in meiosis I crossovers. For example, Danzmann and Gharbi (2001) (see
their Figure 2) outlined how a double crossover event involving only three of the four
chromatid strands (with one strand common to both crossover events) would result in
the observation of all heterozygous progeny in the terminal telomeric regions of the
chromosome. Conversely, double crossover events involving the same two chromatid
arms in both crossover events would result in the production of only homozygous
progeny for the telomeric marker position. See Figure 10.6. Thus, more distal mark-
ers along a chromosome arm may in fact appear more proximal to the centromere
than they truly are, using gene-centromere mapping methods.

The most reliable method for inferring phase changes in the linear order of marker
genotypes is to construct a linkage phase map for a given chromosome gene map
order, then directly examine the incidence of crossover points along the length of the
chromosome. For example, in Figure 10.1, mapping progeny 10, 11, and 37 show three
different scenarios with respect to phase changes along the chromosome. Progeny 37
is characterized as a complete parental phase genotype, as there are no changes in
genotype phase for all the markers in the linkage group. Individual 10 is observed to
possess a single crossover phase, while individual 11 possesses a double crossover
phase. When interpreting phase maps it is important to consider the position of the
centromere in relation to the phase map.

Maps characterized by a high incidence of double crossover events would
be expected with metacentric chromosomes as each arm of a metacentric chromo-
some is expected to exhibit at least one crossover event during meiosis with complete
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Figure 10.6. Distribution of double crossover events that may influence the resultant geno-
types of markers terminally located on a linkage group. All 16 possible crossover types among
the four chromatids from a homologous pair of chromosomes that pair at meiosis I are shown.
Crossovers in regions proximal to the centromere are depicted as crossover type A, while those
closer to the telomere are depicted as crossover type B. For a given marker ‘C’ in the telomeric
region of the chromosome, certain chromatid crossover events may produce a recombinant
genotype at marker ‘C,” despite undergoing two intercalary crossover events (i.e., all of those
combinations with only one strand in common at each crossover point = configurations 2, 4, 5,
7,10, 12, 13, and 15) (adapted from Danzmann and Gharbi 2001).

interference. Conversely, the incidence of double crossover events may not be
expected to be as high for single-armed or acrocentric type chromosomes. Empirical
evidence suggests that more crossover events are restricted toward the telomeric ends
of metacentric chromosomes and that acrocentric type chromosomes may have
higher overall levels of crossovers per unit physical length of chromosome and may
have more proximally distributed (i.e., closer to the centromere) crossover events
(Dumas and Britton-Davidian 2002, Froenicke et al. 2002, Kauppi et al. 2004),
although species-specific variation in these rates may exist (Jansen-Seaman et al.
2004). Phase established genetic linkage maps have revealed that often more than one
crossover event can occur per chromosome arm, and that the best indicator for the
likelihood of observing multiple crossover junctions is individual arm length. Genetic
map distances are roughly proportional to the physical size of a chromosome. For
example, if the ranking in linkage group size of the 25 zebrafish (Danio rerio) chromo-
somes (size in centiMorgans [cM] of recombination distance) is made against the
actual physical size of the linkage group in Mb of DNA sequence (data from
http://www.ensembl.org for Zv4 physical map data and http://zfin.org for the MOP
mapping panel genetic map data), there is a highly significant association
between genetic map size and physical chromosome size (F, 5, = 10.508; P = 0.0036).
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Larger-sized chromosomes, both in terms of genetic map distance and physical base
pair length, have a higher frequency of double, and higher orders of crossovers (i.e.,
> 2 x) events throughout their length. See Figure 10.7. Examination of the data por-
trayed in Figure 10.7A reveals that the incidence of multiple crossover events can in
fact be quite high. For example, in the two largest zebrafish chromosomes according
to map distance size (i.e., Dr7 = rank 25, and Dr14 = rank 24), the most conservative
observation of crossover frequencies (i.e., excluding adjacent double crossover geno-
types) indicates that multiple crossover events are present in greater than 20% of the
progeny genotyped in the MOP mapping panel. Both of these linkage groups are now
also estimated to be the largest chromosomes in the zebrafish genome according to
Mb of DNA assigned to the chromosome (physical map data from Zv6, May 2006
release, www.ensembl.org).

The above discussion suggests that even during the early stages of genetic map con-
struction it may be possible to glean insights into the physical structure of chromo-
somes upon which a linkage map is being constructed. Those linkage groups showing
a higher incidence of double crossover or multiple crossover events could be regarded
as representative of the largest chromosomes in the genome. However, it is important
ultimately, to relate the actual ordering of the markers in different linkage groups to
the physical chromosomes themselves using procedures such as fluorescent in situ
hybridization (FISH). FISH data serve to anchor the actual location of a given genetic
marker to its physical location on a chromosome. For example, recent FISH data
relating the genetic maps in rainbow trout to their chromosomal locations (Phillips
et al. 2006) has revealed that the fifth largest chromosome in the genome of this
species corresponds to a linkage group (Om8) that has been observed to possess an
extremely low level of recombination (Danzmann et al. 2005). For example, there are
three separate lot 25 female LOD = 4.0 clusters within this linkage group, that are
ranked at positions 1, 8, and 15 (Figure 10.7B), and at positions 4 and 24 for the two
separate LOD = 4.0 clusters detected in the lot 44 mapping panel (Figure 10.7C).
Thus, different chromosomes within the genome of a species may be differentially
regulated by underlying biological factors that alter their intrinsic rates of recombina-
tion and alter the relationship between chromosome size and recombination rate.

Segregation Distortion, Missing Data, and Scoring Errors

The most serious limitations to the construction of genetic linkage maps arise
from the inclusion of falsely genotyped, or incompletely genotyped progeny data.
Obviously the former is of far greater concern, but false assignments of markers to a
given linkage group because of incomplete genotyping information is also a problem
that a researcher must deal with when conducting a linkage analysis study. One of the
ways that genotyping, or genotype misinterpretations can be recognized, is if a partic-
ular genetic marker is associated with strong deviations from expected 1:1 Mendelian
segregation. Some linkage mapping software packages will conduct tests for conform-
ity to Mendelian expectations (i.e., tests for segregation distortion). Any genetic
markers that remain unassigned to a linkage group (especially in the later stages of
genetic mapping studies) should be reverified by genotyping the marker again. This
does not imply that all instances of segregation distortion detected in a mapping study



Zf - MOP panel

1.0 T
0.8 - ' I
> 0.6 -
C
o}
35
O
o
w 0.4 - | |
0.2
0.0 -
0 5 10 15 20 25
A. Rank

Lot 25 — female data

1.0 - =

l WRIT AT 1M
| w
0.8 .

o
o

Frequency

o
~

0.2 -

0.0 -

B. Rank
Figure 10.7. (Continued)

156




Linkage Mapping in Aquaculture Species 157

Lot 44 - female
1.0 -

.......-.IIII ||‘ MTETTEEN _-||___-'_ v
0.8
0.2
0.0 -
0 5 10 15

20 25 30 35 40
C. Rank

Figure 10.7. Empirical assessment of observed map distance sizes versus frequency of differ-
ent chromosomal phases in zebrafish MOP mapping panel (A), and rainbow trout female maps
for lot 25 (B) and lot 44 (C). Nonrecombinant parental phases are shown at the bottom of each
stacked histogram (black bar) followed by the observed frequency of single crossover progeny
(medium-grey bar), double crossover progeny (dark-gray bar), and multiple crossover progeny
(> = 3) (light-gray bar). The ranking of genetic map sizes are shown in an ascending scale with
rank 1 corresponding to the smallest genetic map. All map distances were estimated using the
option to ignore adjacent double cross-over positions in the mapping data. Details on the data
used to produce the figures can be found at www.uoguelph.ca/~rdanzman/appendices.
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are due to false genotyping. In fact most instances of segregation distortion that are
detected are likely to be real and can be verified as such by the colinkage of other
markers showing varying levels of segregation distortion within a particular linkage
group segment. Instances of real segregation distortion may arise if there are lethal or
semilethal alleles segregating in a mapping parent under study, that are expressed
within the combining genetic background of the alternate parent (i.e., epistatic or
dominant/recessive expression states).

Missing genotypic information can also be a problem due to the fact that remaining
allele phases can spuriously align with the incorrect linkage group by chance, if the
remaining alleles happen to fall within a region of recombination (i.e., within their
true linkage group), and this region is currently not genotyped for neighboring mark-
ers. This misalignment may also be significantly compounded if the poorly genotyped
marker contains one or two genotyping errors. The best way to circumvent (or at least
detect) these types of errors is to use multiple mapping panels for your genetic map
construction. If, for example, a given marker assigns to a linkage group in one of your
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mapping parents, while it is not assigned to this linkage group for all your other map-
ping parents, it is an indication that it has likely been improperly assigned due to miss-
ing and/or inaccurate genotypic information.

Pseudolinkage

This section is intended more as a general interest section for researchers working on
species where pseudolinkage affinities have been detected (e.g., salmonid fishes), and
thus, may not be of widespread interest. It is, however, included within this chapter on
genetic mapping methods applied to aquaculture species, since researchers are cur-
rently only beginning linkage mapping studies in a few species. Given the fact that
pseudolinkage may be more widespread than currently recognized, we have decided
to include a brief overview on the topic.

Pseudolinkage is perhaps one of the most inappropriately labelled terms in the realm
of transmission genetics given the fact that it is meant to convey the notion that the link-
age arrangements associated with the markers in the linkage group are false. Although
it is true that there will be two separate physical linkage clusters contained within each
single pseudolinkage grouping, and given the fact the joining of two separate physical
linkage groups is a false linkage, it should also be recognized that their association is
mediated through a very real biological process brought about by the dynamics of mei-
otic transmission. Pseudolinkage clusters are often characterized by the end-to-end or
telomeric linkages of two separate linkage groups that can appear genetically linked if
the only criterion used to construct the linkage arrangement is an LOD specified
threshold. This threshold is based upon the maximum recombination distance between
a pair of markers and the sample size that was used to obtain the estimate.

Pseudolinkage can be detected by ignoring the true parental linkage phases in the
cross. Linkage, as previously outlined, is simply the magnitude of deviation away from
an expected level of 50% recombination between a pair of markers. As the recombi-
nation level between a pair of markers decreases, the frequency of the parental
phases will proportionately increase. Pseudolinkage is characterized by an unex-
pected excess of recombinant genotypes in comparison to parental phases in the prog-
eny transmission vectors. Thus, as the level of recombinant genotypes increases from
the expectation of 50%, the proportion of parental phases will consequently decrease.
By ignoring the phase assignments to a given set of markers, and testing all pair-wise
combinations of markers for their differential increase/decrease away from an
expected 1:1:1:1 ratio in the progeny transmission vectors, it is possible to detect these
arrangements. For example, if it is known that the parental linkage phases for a pair of
markers with alleles A/a and B/b, are AB and ab, then genotypes Ab and aB would
represent recombinant progeny phases. Classical linkage would be identified by the
underabundance of these latter two genotypic combinations in the progeny transmis-
sion vectors. Pseudolinkage, however, would be characterized by the overabundance
of these two genotypic classes in relation to the frequency of AB and ab genotypes.

Pseudolinkage occurs when the meiotic disjunction processes are regulated to pre-
vent the random assortment of chromatids following crossing-over in meiosis I and
meiosis II. This could occur if there is some form of meiotic drive that exists during
meiosis that can preferentially result in the nonrandom distribution of certain
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chromatid combinations in gametes. The most likely mechanism for this would be
centromere-specific sequence motifs that may have fairly uniform kinetochore/meiotic
spindle binding sites on the nuclear envelope for separations at meiosis I and telomere-
specific binding sites that direct or influence separations at meiosis II. These physical
binding sites may direct meiotic disjunctions by bringing centromeric and telomeric
regions with higher similarity into one region. By the nature of meiotic reductional
(meiosis I) and divisional (meiosis II) segregations, two such nodes are expected to exist
within each cell for each division (Heyting 1996). Factors that could regulate the affinity
of centromeric regions for either node may be their ancestry of transmission through
either maternal or paternal somas, and thus chromatids may segregate along divisions
of maternal-based or paternal-based centromere regions. There is supportive evidence
that such processes occur in all-female based hybridogenetic vertebrate species (Bogart
and Licht 1986, Mateos and Vrijenhoek 2002). During meiosis, it is known that all of the
chromosomes of maternal origin are preferentially segregated to the surviving first
polar body, while paternal chromosomes are sequestered to the disintegrating second
polar body (Ragghianti et al. 1995). Other factors that could promote the meiotic occur-
rence of such mechanisms are recent hybridization events. Maternal and paternal chro-
mosome sets will be more similar to one another due to their shared recent common
ancestry in the maternal and paternal populations, and thus may demonstrate pairing
affinities during meiosis in the hybrid offspring.

Telomeric nodes may be subject to more rearrangements, however, due to the fact
that recombination events are expected to be higher in these regions of the chromo-
some. Therefore, the affinity of telomeric nodes for each other may be more variable
within the genome of a species. This differential affinity of telomeric ends for each
other is seen as a key element in the overall probability of detecting or forming
pseudolinkage arrangements within species (Wright et al. 1983, Allendorf and
Thorgaard 1984, Allendorf and Danzmann 1997).

Software Resources for the Construction of Linkage Maps

The construction of a linkage map is a repetitive and iterative task that is best achieved
using dedicated software tools. A valuable resource for such software is the database
recently established at Iowa State University (http://www.animalgenome.org/cgi-bin/
util/sw_index), which provides summary information on more than 300 computer pro-
grams for genetic analysis in a convenient organized and searchable format. Some of
the most popular packages with aquaculture geneticists are listed in Table 10.1 along
with key features, such as compatible operating systems, supported mapping popula-
tions, and licence requirements. Each package typically provides standard tools to com-
pute pair-wise LOD scores, identify linkage groups, estimate marker order, and
calculate map distances. Some packages (e.g., LINKMFEX) also include a module to
test for segregation distortion, which saves importing the data into a separate piece of
software. Another useful feature is the ability to export map graphics for use in other
applications (e.g., JOINMAP, MAPMAKER), although this task is generally made eas-
ier using software specifically developed for this purpose (e.g., MAPCHART, Voorrips
2002). In practice, the choice of a particular linkage program will be eventually dictated
by technical constraints and personal preferences. Each package has its own strengths
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Table 10.1. Overview of popular packages for the construction of linkage maps in aquaculture
species.

Platform  Licence Interface Populations! ~ Reference

CARTHAGENE PC, UNIX freeware command F2, backcross, de Givry
line, graphic ~ RIL, outcross et al. 20052

CRIMAP PC, UNIX freeware command pedigree Green et al.
line 1990°
JOINMAP PC commercial graphic F2, backcross, Stam 19934
RIL, DH,
outcross
LINKMFEX PC freeware graphic outcross Danzmann
and Gharbi
20013
MAPMAKER PC, MAC, freeware command F2, backcross, Lander et al.
UNIX line RIL, DH 1987¢
MAPMANAGER PC,MAC freeware graphic F2, backcross, Manly and
RIL Olson 19997

'F2: F2 intercross; RIL: recombinant inbred lines; DH: double haploids
“http://www.inra.fr/Internet/Departements/MIA/T/CarthaGene/
3http://compgen.rutgers.edu/multimap/crimap/
*http://www.kyazma.nl/index.php/mc.JoinMap/
Shttp://www.uoguelph.ca/~rdanzman/software/LINKMFEX/
oftp://ftp-genome.wi.mit.edu/distribution/software/mapmaker3/
http://www.mapmanager.org/mmQThtml

and weaknesses, and we recommend that researchers evaluate several software pack-
ages with their own linkage data before choosing one that best meets their needs. How-
ever, it is important to acknowledge that, while pair-wise LOD scores and two-point
recombination fractions should be identical across packages, substantial differences
may be observed in marker ordering and map distance estimates depending on the algo-
rithms implemented in the software.

Overview of Linkage Maps in Aquaculture Species

Genome mapping in aquaculture species has historically lagged behind progress in
terrestrial livestock (Tong and Chu 2002). However, considerable advances have been
made in the past several years, and the gap is closing at an increasing rate (Table 10.2).
Moderate to high-density linkage maps have been developed for all five groups of
aquaculture species identified as priority targets at the First Aquaculture Species
Genome Mapping Workshop (Alcivar-Warren et al. 1997), including salmonids,
tilapia, catfish, shrimp, and oyster. Since then, mapping efforts have been extended to
several other species (e.g., European sea bass, Japanese flounder, scallop) and the
flurry of mapping studies recently presented at the last International Symposium on
Genetics in Aquaculture (Montpellier, June 2006) indicates that primary linkage
maps will soon be available for most species of significant importance (e.g., sea
bream, Atlantic halibut, flat oyster). Thus far, simple sequence repeats (SSR) and
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amplified fragment length polymorphisms (AFLP) have been the markers of choice
for map development, although the growing popularity and availability of single
nucleotide polymorphisms (SNP) suggests that future mapping efforts will incorpo-
rate a larger proportion of these markers. See Liu and Cordes (2004) for a review.
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Chapter 11

Detection and Analysis of
Quantitative Trait Loci (QTL) for
Economic Traits in Aquatic Species

Abraham Korol, Andrey Shirak, Avner Cnaani, and
Eric M. Hallerman

Aquaculture is a rapidly growing sector of agriculture, with production steadily increas-
ing at about 10% per year (FAO 2006). Many aquaculture stocks have been selectively
bred with the aim of improving traits of economic interest. The selection strategy tradi-
tionally has been based on an inheritance model considering individual phenotypes,
often with pedigree information, with use of appropriate statistical tools. Recent
advances in experimental design and development of molecular genetic markers have
made it possible to dissect the genetic variability of complex traits into components
attributable to the segregation of quantitative trait loci (QTL). A QTL is defined as a
chromosomal segment with an effect on expression of a trait of interest. Future breed-
ing plans for fish will involve integration of classical selective breeding methods with
selection also upon genetic markers closely linked to segregating QTLs, an approach
termed marker-assisted selection (MAS). See Chapter 12. Steps in the detection of
QTLs and application of MAS (Poompuang and Hallerman 1997) are (1) genetic
marker development, (2) development of a moderate density linkage map, (3) mapping
of QTLs using genetic markers, with analysis of interactions between QTLs and devel-
opment of a model for inheritance and expression of the trait, and (4) practical applica-
tion of the results of this research by practice of MAS. Variations upon this sequence of
steps are possible. Notably, assessment of the possible effects of candidate genes con-
trolling expression of the targeted quantitative trait may be implemented. Such candi-
date genes may be identified based on knowledge of the physiological function of the
gene, comparative analysis using linkage information from other species, from cases of
positional overlap between candidate genes and marked QTLs, linking of the physical
map of a species to its linkage map, or identification of synteny with model organisms.
Whatever the pathway to discovery, once variation directly affecting expression of a
trait is identified, gene-assisted selection (GAS) may be practiced.

A wide spectrum of questions about the nature of quantitative variation can be
considered in terms of “genetic architecture,” which is of primary importance for
genetics, functional genomics, developmental and evolutionary biology, and ecology.
These include genomic distribution of QTL effects; relative contributions of additive
and nonadditive effects to genetic variation and response to selection; the role of
overdominance, epistasis, coadaptation, and pleiotropy in such phenomena as het-
erosis and speciation; developmental (longitudinal) variation in QTL effects, and vice
versa, developmental homeostasis or canalization; and genetic basis of the “reaction
norm” (QTL-environmental interactions). Many of these questions are internally
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“multivariate” (i.e., their formulation is biologically more relevant when trait com-
plexes rather than separate traits are treated in one framework) (Korol et al. 1995).
Statistical considerations (i.e., significance, detection power, and mapping accuracy
and resolution) comprise a complementary source of motivation for “multivariate”
analysis. Thus, low accuracy of estimated chromosome position of detected QTLs
is one of the major obstacles for various applications of QTL mapping. We argue
that this is caused partially by using simplified methods of QTL analysis that leave
untouched a considerable part of mapping information contained in the data.
Although the history of aquaculture genetics for quantitative traits is short compared
to that for other animal models, there is no doubt that its fast development will be
facilitated by the new genomic revolution; hence, the urgent need and high potential
of new methods.

In this chapter we present methodologies for detection and analysis of QTLs for eco-
nomic traits in aquatic species, including both aquaculture and model species. We set
the context with a brief consideration of QTL detection and MAS and present a brief
overview of progress in detection of QTL in aquaculture species. We then demonstrate
computational aspects of QTL detection by analyzing experimental data for tilapia. It is
our hope that by demonstrating the use of statistically powerful tools we will advance
the discussion of QTL detection and MAS in aquaculture species.

An Overview of QTL Detection

Detection of QTLs and use of the knowledge in MAS can be conceived as having four
stages. To provide context for the discussion that follows, we briefly describe each
stage of a QTL detection program.

Genetic Marker Development

The potential value of genetic markers for purposes of genetic improvement through
MAS depends upon their being linked to segregating QTLs. A segregating QTL allele
of moderate effect can be detected reliably by a marker locus occurring within
approximately 20 centiMorgans (cM) along the chromosome (Soller et al. 1976). To
detect a reasonable proportion of the QTL segregating in a mapping population, a
large number of markers need to be well distributed throughout the genome of inter-
est. A quantitative assessment of the experimental power of marker-based screenings
for detection of QTLs (Kashi et al. 1990) showed that the number of QTLs identified
was more responsive to the degree of polymorphism of marker loci than to the num-
ber of individuals screened. A large collection of highly polymorphic marker loci is,
therefore, a precondition for successful use of the linkage-based approach to detecting
QTLs. A wide range of DNA marker types has been used in fish genomic research,
including amplified fragment length polymorphism (AFLP), randomly amplified
polymorphic DNA (RAPD), sequence tagged sites (STS), variable number of tandem
repeat (VNTR), simple sequence repeat (SSR) and single nucleotide polymorphism
(SNP) markers. See the chapters in Part I, as well as Ferguson and Danzmann (1998)
and Liu and Cordes (2004).
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Genomic Map Development

Genomes may be mapped at three different levels:

* Genetic maps that represent the linear order of markers along a chromosome

* Physical maps that localize large DNA segments onto the cytological karyotype of
the species

* Genome sequencing in which DNA sequences are aligned along the respective
chromosomes throughout the genome

Genetic maps are the most common means of displaying chromosomal organiza-
tion, and typically are built of marker arrangements within various linkage groups.
Detailed linkage maps have been constructed for a number of aquatic species, includ-
ing zebrafish (Postlethwait et al. 1994, Shimoda et al. 1999, Woods et al. 2000), rain-
bow trout (Young et al. 1998, Sakamoto et al. 2000, Nichols et al. 2003a), Atlantic
salmon (Lindner et al. 2000), medaka (Naruse et al. 2000), channel catfish (Waldbieser
et al. 2001), Japanese flounder (Coimbra et al. 2003), and tilapia (Kocher et al. 1998,
Agresti et al. 2000, McConnell et al. 2000, Lee et al. 2005). Genetic maps are built
using data on the frequencies of recombination events among pairs of genetic mark-
ers transmitted by a given parent. Markers that are physically near one another on a
chromosome have a reduced probability of having their allelic phase disrupted during
meiosis, and hence a high frequency of parental haplotypes is transmitted to their
progeny. In contrast, markers that are located far from one another on a linkage
group may experience a crossover event in most meioses generated (Thorgaard et al.
1983, Danzmann and Gharbi 2001). Data for constructing such marker-linkage maps
are generally produced using F, intercross or backcross designs; that is, F; parents
produced by mating two related strains or species are mated between themselves or to
the parental strains (Danzmann and Gharbi 2001).

In a number of mapping studies, segregation analysis was performed through manip-
ulation of complete chromosome sets (haploids and polyploids) or of the parent of
origin (gynogenesis or androgenesis) (Purdom 1969). For example, early mapping of
salmonids focused on allozyme polymorphisms, including the use of half-tetrad analysis
in meiotic gynogens (Thorgaard et al. 1983, Allendorf et al. 1986), which allowed map-
ping of genes with respect to the centromeres. Gynogenesis, a form of parthenogenesis,
is a process by which the chromosomal complement of the female is preserved, while at
the same time the genetic contribution of the male is eliminated. In artificial gynogene-
sis, irradiated sperm is used to trigger embryogenesis in eggs, but is not involved in syn-
gamy (Monaco et al. 1984, Chourrout 1984). Meiogynes are generated with temperature
or pressure shock, which suppresses the second meiotic division. One pair of sister chro-
matids is retained to create a single diploid embryo. Mitogynes are generated by apply-
ing a later shock to suppress the first mitotic division, thereby restoring diploidy (Nagy
et al. 1979, Streisinger et al. 1981, Shirak et al. 1998). Androgens are produced by using
radiation to inactivate eggs and fertilizing them with sperm; diploidy is restored by sup-
pressing the first cell division (Stanley 1976, Parsons and Thorgaard 1984, Myers et al.
1995). Distances from genes to centromere can be determined if half-tetrads from a
single meiosis can be observed. For example, the meiogynes include two sister chro-
matids that are products of the first meiotic division. The proportion of heterozygous
meiogynes (parental genotype) for a gene provides a measure of the recombination fre-
quency between this gene and a centromere (centromere distance). Most distal loci
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remain heterozygous after meiogynogenesis due to crossing over between nonsister
chromatids in the reductional meiotic division, while paracentromeric loci give rise to
homozygotes (Nagy et al. 1979, Streisinger et al. 1981, Thorgaard et al. 1983, Chourrout
1984). Thus, analysis of meiogyne segregations provides valuable information for map-
ping the centromeres in the existing linkage map. The mathematical formulas based on
hypothetical and experimental models allow conversion of the proportion of heterozy-
gotes into centimorgans units for intervals between two loci and between a locus and a
centromere (Anderson and Rhoades 1931 in Drosophila, Barratt et al. 1954 in Neu-
rospora). Such calculations were demonstrated in QTL mapping in trout and tilapia
(Allendorf et al. 1986, Don and Avtalion 1990, Shirak et al. 2006). A significant practical
problem in the production of gynogens and androgens is the low yield of viable progeny
due to the presence of deleterious alleles that are not often expressed in outbred popu-
lations (Purdom 1969, Mair 1993). This explanation is supported by observations of
increased viability of gynogenetic individuals in successive generations of carp, trout,
and tilapia (Nagy and Csanyi 1982, Allendorf et al. 1986, Shirak et al. 1998).

In addition to linkage maps, a variety of genomic tools, such as expressed sequence
tag (EST) libraries, bacterial artificial chromosome (BAC) libraries and BAC contig
maps have been developed for various fish species (reviewed by Clark 2003). Three
fish species, torafugu (Zakifugu rubripes), spotted green pufferfish (Zetraodon
nigroviridis), and zebrafish (Danio rerio) are now under the process of large-scale
genome sequencing (Crollius et al. 2000, Woods et al. 2000, Aparicio et al. 2002,
Baden et al. 2002).

A genomic map is useful for QTL detection because with a collection of evenly
spaced markers, genome coverage is achieved at minimum cost and QTLs can be
mapped to specific marker intervals or chromosomal locations. The genome mapping
efforts mentioned above to a large degree were motivated to support QTL detection
and MAS experiments.

Ordering multilocus maps cannot be considered just a technical challenge, espe-
cially because some fishes display a peculiar deviation from random segregation of
nonhomologous chromosomes referred to as pseudo-linkage (Johnson et al. 1987,
Sakamoto et al. 2000, O’Malley et al. 2003, Woram et al. 2003). Although pseudo-
linkage is observed in many species (Korol et al. 1994, Korol 2001), it is not well
known to the mapping community. Pseudo-linkage may affect not only the quality of
the map, but in our context also may result in errors in QTL mapping (Peng et al.
2000, Sivagnanasundaram et al. 2004).

Thus, two major problems should be addressed in multilocus genetic mapping:
markers that belong to nonhomologous chromosomes should not be assigned to the
same linkage group, whereas markers from the same chromosome should be placed
on the genetic map in the same order as they reside in the DNA molecule. Under the
conditions of small sample size and considerable deviations of recombination rates
between nonsyntenic markers from 50%, the problem of clustering cannot be solved
by an arbitrary choice of a certain (constant) threshold value of recombination or sig-
nificance of LOD. Indeed, in experiments with the foregoing characteristics, recombi-
nation values between groups of markers from different chromosomes may be smaller
than those between adjacent markers within a chromosome. Moreover, even if the
markers are clustered correctly into linkage groups, reliable ordering cannot be guar-
anteed due to various complications stemming from incorrect scoring of DNA mark-
ers, missing data, negative interference, distorted segregation, and dominance of
some markers. Therefore, in the methodology developed by Korol’s group for building
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reliable maps, the results of multilocus ordering should be verified based on a resam-
pling (jackknife) procedure (Mester et al. 2003a).

The core procedure of this approach (implemented in the MultiPoint software
package, see http://www.multiqtl.com for details) includes the following stages:

1. Clustering of the total set of markers into linkage groups with a stringent initial
threshold level of pairwise recombination frequencies ( 7f, ~ 0.15), to prevent join-
ing loci from nonhomologous chromosomes in one linkage group due to pseudo-
linkage (Korol et al. 1994, Peng et al. 2000, Korol 2001).

2. Replacing groups of tightly linked (nonrecombining) markers by their most inform-
ative “delegates” (bin markers) that further comprise the skeleton map.

3. Ordering markers in the obtained linkage groups based on the minimum total map
length criterion (Mester et al. 2003a, 2003b). The ordering steps are alternated
with verification steps and removal (if necessary) of any problematic markers
detected. The approach adopted in this system differs from other existing method-
ologies by its optimization power, allowing rapid ordering of hundreds of loci
followed by resampling-based verification of the obtained multilocus maps to char-
acterize the stability of marker ordering rather than the confidence interval of each
marker position (in cM). The obtained estimates of neighborhood stabilities and
deviations from monotonic increase in recombination rates from the tested marker
to its neighbors allow detection and removal of problematic markers, thereby
improving map quality.

4. Merging the obtained linkage groups into larger linkage groups by relaxing the
threshold 7f;; returning to stage 3, if necessary.

5. Attaching previously removed markers to their best intervals on the skeleton map.

To illustrate the foregoing scheme, we reanalyzed public-domain data on zebrafish
(http://zebrafish.mgh.harvard.edu/). The data set includes scores for about 3,850 mark-
ers of a small F, mapping population (n = 44 individuals); hence, the challenge of get-
ting reliable mapping results and importance of the verification procedure. Only
codominant markers were selected for this illustration, still amounting to about 3,700
markers. Having in mind the danger of combining nonsyntenic markers in one linkage
group (LG), we started with a rather stringent threshold recombination rate 7f;. It
appeared that rf, = 0.1, 0.15, 0.20, and 0.25 resulted in 44, 29, 24, and 1 linkage groups,
respectively. Thus, 7f; = 0.15 was chosen for step 1 of the foregoing algorithm. Imple-
mentation of the steps 2—4 resulted in 25 linkage groups, with skeleton maps including
from 22 to 56 markers, map lengths (using Kosambi mapping function) varying from 62
to 132 cM, with maximum gap per map varying from 6 to 24 cM. The number of markers
attached to the skeleton maps varied from 67 to 133. In addition, a short linkage group
also was obtained (25 cM length, with 7 skeleton markers and 14 attached markers).
Figure 11.1 illustrates how the verification steps allow detection and removal of prob-
lematic markers.

QTL Detection and Characterization

Many of the physiological traits measured in an organism are quantitative at the phe-
notypic level. These traits usually are controlled by several (or many) genes and are
affected by environmental factors. The chromosomal positions of genes underlying
these traits are called quantitative trait loci, or QTLs. QTLs are mapped by linkage
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Figure 11.1. Detection of unstable neighborhoods using jackknife resampling (a and b) and
improving map stability by removing markers causing the instability (c and d). The example is
based on zebrafish data set from Web site http://zebrafish.mgh.harvard.edu/. Parts a and b rep-
resent two fragments of a linkage group including 130 markers, whereas parts ¢ and d are the
corresponding fragments of the skeleton map. Note the high stability of the skeleton map (for
each marker, the frequency of the neighbors on the left hand and right are no less than 0.8, and
mostly 0.9-1.0).
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Figure 11.1. (Continued)

disequilibrium with molecular markers exhibiting Mendelian segregation. The principle
of QTL mapping is straightforward, and was noted more than 80 years ago (Payne 1918,
Sax 1923) and recently reviewed by Mackay (2001). If a QTL is linked to a marker locus,
there will be a difference in mean values for the quantitative trait among individuals with
different genotypes at the marker locus. Consider an autosomal marker locus, M, and a
quantitative trait locus, Q, each with two alleles (i.e., M;, M, and Q,, Q,). The additive
and dominance effects of the QTL may be termed a and d, respectively, and the recom-
bination rate between the marker locus and QTL is c. In the classical F, mapping design,
by crossing individuals with genotype M ,M,Q,Q, to those with genotype M,M,Q,0,, and
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breeding the F, progeny at random, the difference in the mean value of the quantitative
trait between homozygous marker classes in the F, is a(1 -2 ¢). Similarly, the difference
between the mean phenotypic value of the homozygous marker classes and the het-
erozygote is d(1 -2 ¢) 2. Indeed, let the recombination rate ¢ between marker and QTL
be the same in male and female meiosis. Then, at both sides the frequencies of gametes
will be /(1 -¢c) M,Q,, /2 cM,Q,, /s cM,Q,, and (1 — ¢) M,Q,. Upon random union of
gametes, the groups M,M | and M,M, can be represented as mixtures /4[(1 — ¢) 2 Q,0,:2
c(1-¢)Q,0,,¢?0,0,]and [ c 2 0,0,22¢c(1 — ¢) Q,0,:(1 - ¢) 2 0,0,], respectively,
with mean values m + a, m + d, and m — a. Therefore, the mean values of M,M, and
M M, can easily be found as m + /(1 -2 ¢) a and m — 4(1 - 2c) a, so that the difference
between the marker homozygotes is (1 — 2c)a. Similarly, the difference between
the mean phenotypic value of the homozygous marker classes and the heterozygote is
d(1 — 2 ¢) % If the QTL and marker locus are unlinked, ¢ = 0.5 and the mean value of
the quantitative trait will be the same for each of the marker genotypes. The closer the
QTL and the marker locus, the larger is the phenotypic difference between the marker
genotypes. The maximum difference is observed when the marker genotypes corre-
spond exactly with the QTL (i.e., when the marker and QTL loci are one and the same).
Given a population that is genetically variable for the quantitative trait and a polymor-
phic marker linkage map, a test for differences in trait means between marker geno-
types, for each marker, can be done. The marker in a local region exhibiting the greatest
difference in the mean value of the trait is thus the one closest to the QTL (Lander and
Botstein 1989, Mackay 2001). This suggests the basic principle of a genome scan for
QTL. That is, by screening a collection of markers spanning the entire genome, segrega-
tion of QTLs throughout the entire genome can be detected. Lander and Botstein
(1989) suggested employing interval analysis rather than marker analysis. The difference
between these two analytical variants is not important when marker density is high, but
not in cases of low density. Indeed, in case of marker analysis the difference between the
marker groups decreases proportional to ¢, whereas in interval analysis it is proportional
to ¢, hence higher QTL detection power of interval analysis.

Until two decades ago, the primary limitation for mapping QTL was lack of marker
loci. Many subsequent studies have revealed abundant molecular polymorphism at the
level of variation of single nucleotides (SNPs), short di-, tri-, or tetra-nucleotide tan-
dem repeats (microsatellites), longer tandem repeats (minisatellites), and mutations at
restriction sites (RFLPs and AFLPs) (Mackay 2001). Methods of detection of molecular
variation have evolved from RFLP analysis using Southern blots, to high-throughput
methods for discovery and genotyping of polymorphisms (Kristensen et al. 2001).

As noted above, QTL mapping is traditionally based on linkage between markers
and trait values that occurs within mapping populations or families. The precision with
which a QTL can be localized relative to marker loci is proportional to the number of
recombination events between the trait locus and markers, which depends on total
number of crossovers per chromosome per meiosis, distribution of recombination events
along the chromosome, and the sample size. These factors, together with the relatively
low individual effects of the QTLs, limit the QTL detection power and, especially, the
mapping precision (Ronin et al. 2003). The fact that the average number of crossover
exchanges per chromosome is usually low (1-3 exchanges) allows us to screen the chro-
mosomes for presence-absence of QTL effects by using a small to moderate number of
markers (e.g., marker density of approximately 20 cM would be enough). However, for
fine mapping, the requirements are much more challenging, calling for simultaneous
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increase in marker density and sample size, to allow the appearance of the recombi-
nants. Consequently, during the last decade, numerous efforts were devoted in order to
improve QTL mapping accuracy and efficiency by moving from family-based linkage
analysis to population-based linkage disequilibrium (LD) analysis. LD analysis uses non-
random association between QTL and marker alleles at two or more loci within a
targeted population. While linkage analysis relies on recombination during 1-3 genera-
tions, LD analysis uses recombination events accumulated within the population during
hundreds and thousands of generations, hence, its high potential for fine mapping.
Besides these historical recombination events, LD is caused by fitness interactions
between genes and such nonadaptive processes as population structure, inbreeding, and
stochastic effects. In addition to these factors, the “distance” of LD-associations depends
on the organism, specific population, and genome regions, and may vary from just a few
hundreds of base pairs to hundreds of kilobase pairs. Hence, unlike family-based QTL
detection by scanning through the genome linkage maps, LD-based detection needs
huge numbers of markers for genome-wise scanning, unless good candidate regions can
be suggested. These candidates may be derived from comparative genomics or by using
linkage analysis. Therefore, modern fine QTL mapping is a multistep process; an initial
genome scan is performed using linkage analysis, followed by higher resolution confir-
mation studies for detected QTLs, and culminates with LD or association mapping to
identify candidate genes (Mackay 2001).

Linkage mapping of QTL in organisms capable of inbreeding begins by choosing
parental strains that are genetically variable for the trait of interest. A mapping popu-
lation then is derived by back-crossing the F, progeny to one or both parents, or mating
F, individuals to create an F, population, or constructing recombinant inbred lines
(RIL) by breeding F, sublines to homozygosity. These methods are very efficient for
detecting marker-trait associations, since crosses between inbred lines generate maxi-
mum LD between QTL and marker alleles, and ensure that only two QTL alleles seg-
regate, with known linkage phase (Mackay 2001). The choice of method depends on
the biology of the organism, and the power of the different methods, given the heri-
tability of the trait of interest (Darvasi 1998).

As the availability of molecular markers increased, guidelines for experimental
design and improved statistical methods for mapping QTL were developed. Least-
squares (LS) methods test for differences between marker-class means using either
ANOVA or regression (Soller et al. 1976). LS methods have the advantage that they
easily can be extended to cope with QTL interactions and fixed effects using standard
statistical packages, but also have the disadvantage that the assumptions of homo-
geneity of variances may be violated. Maximum likelihood (ML) (Lander and
Botstein 1989) uses full information from the marker-trait distribution, and explicitly
accounts for the QTL data being mixtures of distributions (normal distributions usu-
ally are assumed). However, ML methods are less versatile, computationally inten-
sive, and require specialized software packages. There is, in fact, little difference in
power between LS and ML designs (Haley and Knott 1992).

Two important statistical considerations regarding experimental design and statis-
tical analysis for mapping QTLs are experimental power and significance threshold.
In cases where power is low, not all QTL will be detected, leading to overestimation
of the detected effects, and poor repeatability of results. The second problem relates
to the multiple tests for marker-trait associations in a genome scan analysis. To main-
tain the conventional experiment-wise significance level of 0.05, a more stringent
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significance threshold for each test is needed, based on the number of independent
tests. Permutation (Churchill and Doerge 1994) or other resampling methods (Lan-
der and Kruglyak 1995) are widely accepted for providing appropriate significance
thresholds. Weller and others (1998) proposed applying the false discovery rate
(FDR) for multiple comparisons in QTL analysis.

The number of mapped putative QTLs underestimates the total number of loci that
potentially contribute to the genetic variations in the traits. Increasing the sample size
would enable mapping of QTLs with smaller effects and separating linked QTLs on the
basis of a larger number of recombinant events. The challenge of high-resolution QTL
mapping is that individual QTLs are expected to have small effects that are sensitive to
the environment. QTLs, as detected in genome scans, are not genetic loci but relatively
large chromosomal regions containing one or more loci affecting the trait. The large
number of genes in the chromosomal intervals to which QTLs map limits the genetic
inferences that can be drawn from analysis of most mapping populations (Mackay 2001).

Association studies of candidate genes can be conducted without a priori evidence
for linkage (Tabor et al. 2002). Knowing that a given gene is likely to be important in a
certain physiological process can mark this gene as a candidate gene for influencing a
trait of interest. Once the candidate gene has been located in the genome, character-
ized and sequenced, its nature of expression and influence on physiological function
can be studied (Danzmann and Gharbi 2001).

A practical approach for QTL mapping based on a “multiple” analytical strategy
that allows a significant improvement of mapping quality is discussed here. Our pro-
posed general scheme includes joint analysis of multiple-trait complexes (MLT),
multiple-environment data (ME), multiple-interval mapping (MIM), and combined
analyses MLT X MIM, ME X MIM, and even ME X MLT X MIM. Clearly, multi-
variate methods do not automatically guarantee an improvement of QTL mapping
results. See the discussion in Korol and others (2001). Indeed, combining in one ana-
Iytical framework multiple traits or a trait scored in multiple environments may lead
to both technical obstacles and principal complications. In some situations, too many
QTLs spread along a chromosome may underlie the scored trait complex, resulting in
a decrease rather than an increase of mapping precision. Nevertheless, despite these
constraints, analysis of numerous data sets supports a clear tendency of considerably
increasing QTL mapping quality, sometimes dramatically, by moving from simplistic
single-trait to more sophisticated multivariate methods. It appears that a more detailed
analysis of the same data set may not only increase QTL detection power, but also
improve the QTL mapping accuracy (the confidence interval of the estimated QTL
position). Thus, with a rather modest sample size (n = 100-200), one may reach fine
mapping (2-3 cM or less) by using MLT X MIM or ME X MIM combinations. Such
an improvement may have highly important consequences for evolutionary, ecologi-
cal, and breeding applications of QTL analysis.

Application to Aquatic Species

Against the background of the general overview of theory of QTL detection, we turn now
to applications of aquaculture species. We start with a brief overview of progress to date
on aquaculture species, and then turn to a prospective view, discussing new multiple
analytic approaches that could be applied to future QTL detection and analysis studies.
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Retrospective View

Progress in development of genetic markers and maps and detection of QTLs for
production-related traits differs among aquaculture species. To show this progress, we
briefly consider progress for salmonids and tilapias.

The salmonids include several aquaculturally important species, including Atlantic
salmon (Salmo salar), rainbow trout (Oncorhynchus mykiss), and coho salmon
(O. kisutch). Major breeding programs have been undertaken for salmonids. Key
traits of breeding interest include growth rate, disease and parasite resistance, carcass
traits (dress-out, flesh color, low gaping frequency), and upper thermal tolerance.
Genetic linkage maps have been developed for rainbow trout (Young et al. 1998) and
Atlantic salmon (Hoyheim et al. 1998). BAC physical maps have been constructed for
these species (Palti et al. 2004, Ng et al. 2005). The rainbow trout cytogenetic and
genetic linkage groups have been integrated (Ruth Phillips, University of Washington-
Vancouver, personal communication). The Atlantic salmon and coho salmon linkage
groups have been partially assigned to chromosomes, including dimorphic sex chro-
mosomes (Phillips et al. 2005, Artieri et al. 2006). Comparative maps among the
salmonids have been developed by Danzmann and others (2005). Because of their
high economic value, considerable research effort has addressed QTL detection in
salmonids. QTLs have been detected for growth rate, disease and parasite resistance,
upper thermal tolerance, developmental rate, precocious male maturation, spawning
date, and other traits of selective breeding or evolutionary interest (Table 11.1).

Tilapia (Oreochromis sp.) production is especially important in many developing
countries, although tilapias have been widely introduced globally because of their
hardiness, disease resistance, and ease of culture. Breeding issues for tilapia include
growth rate, sex determination, cold tolerance, and disease resistance. The ability to
cross Oreochromis and Sarotherodon species and thereby create viable interspecific
hybrids makes them an ideal organism for mapping studies using backcross or F,
families (Poompuang and Hallerman 1997; Cnaani et al. 2003, 2004b). The most
recent version of the developing tilapia linkage map (Lee et al. 2005) consists of 24
linkage groups, while the genome consists of 22 pairs of chromosomes (Martins et al.
2004). The tilapia map spans 1,311 ¢cM and consists of more than 520 microsatellite
markers and approximately 30 Type I gene markers. Recently, mapping of 11 markers
for genes of the sex-determination pathway and the Dax/ locus merged two linkage
groups, LG 16 and LG 21 (Shirak et al. 2006). QTLs have been detected for growth
rate, sex determination, cold tolerance, stress response, disease resistance, survival,
and coloration (Table 11.1).

Marker development, genetic mapping, and QTL detection experiments for other
aquaculture species—including channel catfish, basses, shrimps, and oysters—have
been initiated, although results to date are more limited in scope.

Prospective View

Against the background of general principles and approaches for QTL detection
described above, illustrated by reference to case studies in the scientific literature,
we now take a prospective view, showing how multiple analytic tools can contribute



Table 11.1.

Examples of QTLs detected in aquatic species, with indication of primary source

of interest in the trait (SB = selective breeding, E = evolutionary) and genetic architecture

where known.

Trait

Genetic architecture

Reference

Resistance to infectious
salmonid anemia and
Aeromonas salmonicida
Resistance to infectious
salmonid anemia

Growth rate, condition
factor, precocious
maturation

Growth rate, spawning date

Growth rate

Condition factor
Resistance to Ceratomyxa
shasta

Resistance to infectious
hepatic necrosis virus

Killer cell-like activity
Upper thermal temperature

Upper thermal tolerance
Meristic traits

Pyloric caecae number
Albinism
Spawning date

Flesh color

Growth rate

Atlantic salmon

No apparent effect of
genetic background

Two loci

Rainbow trout
Possible epistasis among
growth rate and precocious
male maturation
Possible pleiotropy among
body size and spawning date
Two loci, one major
Four loci, one major
Polygenic

Polygenic

Two or three loci, one with
possible pleiotropy on
embryo length
Associations with three
linkage groups
Single chromosomal region
Two loci, additive interaction
Epistasis among paternal
alleles depends on genomic
background
Three loci, one major
Two loci
Different loci associated
with each meristic trait;
expression may be affected
by maternal and
environmental factors
Three major loci
Dominant, single-gene trait
Highly polygenic; 13 markers
in even linkage groups

Coho salmon
Additive genetic variance
with environmental influence;
one linked marker

Arctic char

Association with candidate
gene GHRH/PACAP2

Grimbholt et al. 2003

Moen et al. 2004b

Martyniuk et al. 2003

O’Malley et al. 2003

Reid et al. 2005
Reid et al. 2005
Nichols et al. 2003

Palti et al. 1999

Palti et al. 2001

Robison et al. 2001, Khoo et al.
2004

Rodriguez et al. 2005
Zimmerman et al. 2004

Jackson et al. 1998
Danzmann et al. 1999

Perry et al. 2001
Somorjai et al. 2003
Nichols et al. 2004

Zimmerman et al. 2005
Nakamura et al. 2001

Sakamoto et al. 1999

Arenada et al. 2005

Tao and Boulding 2003
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Table 11.1. (Continued)

Trait

Genetic architecture

Reference

Upper thermal tolerance
Growth rate
Condition factor

Growth rate

Sex determination
Stress response
Immune response

Prolactin expression level,
Growth under salt challenge
Sex ratio, susceptibility to
inbreeding

Sex ratio and viability

Sex

Two loci

Two loci, one major

Four loci, one major
Tilapias

Three loci in three

linkage groups

Three loci in three

linkage groups

Seven loci in five

linkage groups

Six loci in five linkage

groups

Polymorphism in

candidate gene

Epistasis among sex

determination and viability

Three loci with epistasis

Epistasis among XY locus

in 1g01 and WZ locus in 1g03

Somorjai et al. 2003
Reid et al. 2005
Reid et al. 2005

Cnaani et al. 2004

Cnaani et al. 2004

Cnaani et al. 2004

Cnaani et al. 2004
Streelman and Kocher 2002
Palti et al. 2002

Shirak et al. 2002
Lee et al. 2003, 2004

Sex One locus Moen et al. 2004a
Cold tolerance One locus Cnaani et al. 2003
Growth One locus Cnaani et al. 2003
Sex One locus Cnaani et al. 2003
Survival Three loci Cnaani et al. 2003
Disease resistance Lysis level codominantly Shirak et al. 2006

expressed Shirak et al. 2000

Body and peritoneum
coloration

Survival, sex, and red
body coloration

Cold tolerance

Body color—single gene
inheritance; peritoneum
color—interaction of

R and D genes

One locus for each trait

Common carp
Four markers associated

Lee et al. 2005

with trait, one mapped to Ig0S  Sun and Liang 2004

greater statistical power to QTL detection experiments. In the examples presented
below, our main objective is to illustrate some of those analytical techniques for QTL
mapping using Cnaani and others’ (2004) performance and molecular marker data on
F, hybrid tilapia. We try to show that employing more sophisticated methods and mod-
els allows us to diversify the QTL analysis, thereby improving its quality. Aspects of
“quality” that may be improved follow:

Significance level of QTL detection (i.e., false positive detection level)

QTL detection power (level of false negatives)

Accuracy of parameter estimation, especially for the QTL chromosomal position
Possibility to test (discriminate) biologically important hypotheses (e.g., additive ver-
sus dominant or overdominant effects; linkage versus pleiotropy, additive versus

el e
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epistatic effects for linked or unlinked QTLs, QTL-environmental interaction with
respect to QTL effects, and the genetic architecture aspects mentioned above

We believe that the examples below demonstrate the advantages of using a wide
spectrum of models and analytical techniques in order to support more efficient extrac-
tion of the mapping information hidden in the data and thereby reach a better under-
standing of the genetic architecture of the targeted trait complex and underlying
biological process(es). Thus, the examples below are merely illustrations; a more
exhausting analysis of this data set will be provided elsewhere. For illustrations, we
will concentrate mainly on linkage groups 19 and 23 (LG 19 and 23, respectively) (Lee
et al. 2005). All analyses were conducted using the MultiQTL analytic package (http://
www.multiqtl.com).

Using the examples below, we demonstrate the spectrum of tools relevant to current
and future QTL mapping efforts for aquaculture organisms, despite the limitations of
the available data set. In the following analyses, p is statistical significance (upon permu-
tation tests), SD ( L) is standard deviation of the estimated QTL position, P, , is QTL
detection power at the significance level p = 0.01, PEV is the percentage of explained
phenotypic variance, and d and 4 are the (doubled) additive and heterozygous QTL
effects, respectively. In displaying the results, we show the difference between the two
homozygotes for a QTL affecting trait X with the designationd = X( QQ) - X( qq).

The Mode of QTL Action (Simplifying the Model for QTL Effect)

Generally, for an F, population, the QTL can be characterized by additive (d) and
heterozygous (/) effects. Various hypotheses about the QTL effect can be considered
and compared: pure additive effect (d # 0 and 4 = 0), dominant (A = d/2) and
recessive (h = — d/2) effects, no additive effect (d = 0 and h # 0), and general effect
(d # 0 and i # 0). It makes sense to test whether or not one of the foregoing simplifi-
cations of the general (d, &) model can be accepted. Indeed, using a simplified model
(e.g.,d # 0 and i = 0) that does not differ significantly from the general model actu-
ally means excluding a nonsignificant (excess) parameter. In many cases, this allows
increasing the quality of the results (Table 11.2). The examples provided in Table 11.2
(in the section on “single-trait analysis”) show that removing the excessive parameters
from the model might considerably improve one or several of the quality parameters
(e.g., significance level and precision of QTL location). No less important is that this
procedure is helpful in testing the mode of expression of the QTL effect. Thus, for
the trait “weight,” the effect of the QTL on LG19 is highly significant, but its
additive effect (d) is close to zero. The LOD score associated with the simplified model
(d = 0, h) does not differ significantly from that for the general model (d, /), which
means that LG19 carries a QTL with a negative overdominant (heterosis) effect on
animal body weight. In another example, on change in ceruloplasmin (ferroxidase)
score (Acerulopl) caused by challenging the animal to air exposure, the obtained rela-
tionship between the estimates of parameters for QTL effect on LG19 (d = 111 +
30.4 and & = —41.8 = 27.8) is very close to that expected for a recessive QTL effect
(h = —d/2). This simplified model did not differ from the initial one, and its accept-
ance resulted in a nearly five-fold improvement of significance (p-value) and consider-
able narrowing of the confidence interval for the estimated QTL effect and location.
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Multiple-Trait analysis

Under small sample size, a QTL with pleiotropic effects on various traits may not be
detected if each of its individual effects is low. But even with significant effects, the
mapping resolution and location precision based on single-trait analysis remain disap-
pointingly low. These properties could be considerably improved by moving to
multiple-trait QTL analysis (Korol et al. 1995, 2001). In addition to pleiotropy,
multiple-trait analysis may be helpful in situations when the targeted traits are con-
trolled by tightly linked QTL. The application of multitrait analysis to situations of
linked or pleiotropic QTLs could bring about a remarkable improvement of mapping
results especially for correlated trait complexes (Korol et al. 2001). Moreover, joint
analysis of two correlated traits may improve the efficiency of mapping even if only
one of the traits is affected by the analyzed chromosome. See Korol and others
(1995). The second trait serves in such a case as a covariate (as in ANOVA with
covariates). We illustrate here the advantages of two-trait analysis, although, in prin-
ciple, many more traits can be analyzed simultaneously. The chosen examples extend
those of single-trait analysis, and in turn, are further extended by using genome-wise
MIM analysis for the two-trait combinations considered.

For the QTL from LG19 affecting the lysozyme trait, the results of mapping
become much more precise when the analysis also includes the correlated trait albu-
min (the residual correlation of these traits within the QTL groups is R, = +0.46). In
particular, in none of 10,000 permutations was the two-trait LOD = 6.07 exceeded
(hence, the significance p <5 X 1079). In fact, instead of evenly distributed LOD
along this linkage group revealed by single-trait analysis, two-trait analysis detected a
QTL at the right end of the linkage group. The detection power estimated based on
2,000 bootstrap runs was 97.5% (compared to 83.0% for single-trait analysis), and the
standard deviation of the QTL position decreased to just 3.0 cM (from 10.6 cM in
single-trait analysis). This may reflect the real situation, although we cannot rule out
the possibility that this linkage group includes two QTLs; the modest sample size and
availability of only three markers for this linkage group do not allow reliable testing of
linked-QTL models. Within the class of single-QTL models for each linkage group, a
further improvement was achieved when this trait pair was analyzed using the MIM
approach for all available linkage groups (plus separate markers. See Table 11.2 and
Figure 11.2). In this case, the LOD score was 11.55, the detection power reached
100%, and the estimated QTL effects on lysozyme and albumin were seven-fold and
four-fold greater than their standard deviations.

QTL-E Analysis

Like multiple-trait analysis, joint analysis of a trait scored across several environments
may considerably improve the quality of mapping results (Jansen et al. 1995, Korol
et al. 1998, Yagil et al. 2006). However, even more important is its suitability for
testing corresponding biologically important hypotheses, such as the existence of
QTL X E interaction, and if the answer is positive, characterization of the environ-
mental dependence of the corresponding parameters (additive effect, epistasis, and
residual variation of the trait). Table 11.3 displays consequent steps of such analysis
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Figure 11.2. Improving the quality of QTL mapping for trait “change in ceruloplasmin’
(Acerulopl) using two-trait analysis combined with MIM. (a) Single-trait analysis of Acerulopl;
(b) two-trait analysis of Acerulopl and globulin; (c) the same as (b) but combined with MIM.
Red—general model, green—simplified model (as shown in Table 11.2).

on some examples for single- and two-trait situations. For the first example, for the
glucose QTL in LG23, the general (unconstrained) model proved not to be significant
by permutation test ( p = 0.068). However, despite the total nonsignificance (over two
environments), the estimate representing the substitution effect in E2 (after challeng-
ing the animals to stress) is sixfold higher than that in E1 (before challenging the
animals) and threefold higher than its standard error (25.4 = 8.1). This calls for test-
ing the hypothesis H, (QTL X E = 0 or EI = E2) with respect to parameter d; the
result was P(QTL X E = 0) = 0.029, allowing rejection of H. Having in mind the
nonsignificant estimates of d and 4 for E1, we can build a new submodel with d/ =
h1 = 0. With respect to E2, it appears that, given the conditiond/ = 0 and i1 = 0, two
models, with additive effect (42 = 0) and recessive effect (12 = —d2/2), do not differ
significantly from the general model (d2, h2), but the recessive model gives a slightly
higher LOD value and more precise parameter estimates. Fitting this model
concludes the analysis.

The result obtained on the effect of LG23 on glucose scores in E2 is very similar to
the result that could be obtained if data on E2 were analyzed separately. This is due to
the fact that, in this example, the QTL X E interaction is displayed in the extreme
form that the effect in E1 was zero. An opposite situation is displayed by the second
example regarding the effect of LG10 on hematocrit scores. The individual analysis of
this trait in either E1 or E2 could not detect any significant effect despite the similari-
ties of LOD graphs. Joint analysis in E1 and E2 indicated that if these regions do
affect the trait, the effect can be described using a dominance model for both E1 and
E2 (i.e.,hl = dI/2 and hl = d1/2). This simplification resulted in an increase of signif-
icance and accuracy of the estimates. Joint analysis in E1 and E2 indicated that if this
region does affect the trait, there should not be QTL X E interaction (the correspon-
ding test gives P[QTL X E = 0] = 0.865). Thus, using the dominance model with the
assumption of ‘no QTL X E interaction’ gives the final model with a reasonable sig-
nificance (p < 0.01), detection power (P,,, = 57%), and estimation accuracy (d is
threefold greater than its standard error).

More complicated situations are displayed for the example of a joint QTL X E
analysis of the two-trait combination ceruloplasmin-lysozyme with LG19 markers.
Using a general (d, 1) model with no restrictions on the effects of either of the two traits
in both E1 and E2 environments, a highly significant (p = 0.001) pleiotropic QTL was
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found (with detection power P, = 93.5%). Fitting the H; model (QTL X E = 0)
simultaneously for both additive (d) and heterozygous (/) effects and both traits and
testing it against the unrestricted H, (QTL X E # 0) allows rejection of H,, at the p =
0.002 level of significance. However, it appeared that the two environments differed
not only for the parameters characterizing the QTL effects; the residual variance of
lysozyme (but not ceruloplasmin) in E2 was much higher than that in E1. Hence,
direct comparison of QTL effects in E1 and E2 was not possible, because dI # d2
does not exclude the possibility that dl/ol = d2/o2 may still hold. To manage this
problem, the analysis should be conducted on variables normalized to keep o/ = ¢2.
After moving to normalized variables, the difference between H, = (QTL X E = 0)
and H, (QTL X E # 0) becomes even more significant than for the initial data (p was
reduced from 0.002 to 0.0006). The results for the normalized model simplified to
take into account the dominance-recessiveness of the QTL effects are shown in Table
11.3. The considerable improvement of significance and detection power caused by
this simplification is noteworthy (p <5107%, P, = 99.6). What remains is to test
whether the highly significant deviation from H, = (QTL X E = 0) is caused by the
QTL effect on ceruloplasmin (C) or lysozyme (L). This can be achieved by assuming
separately C/ = C2 and L1 = L2. As can be seen from the results in the table, the
assumption C1 = C2 causes a highly significant (0.0004) reduction of LOD compared
to the level characteristic of H,, whereas L1 = L2 is quite compatible with H, (signif-
icance >0.40).

Epistasis

An important aspect of the genetic architecture of quantitative traits is epistasis. Our
next example demonstrates the complicated possibilities of testing epistasis between
linked QTLs from LG23, in the context of QTL-E analysis, using data on lysozyme
scored before (E1) and after (E2) challenging the animals. Due to the abovemen-
tioned observation about higher residual variance in E1, the analysis is conducted on
normalized data. In this model, the two linked QTL will be referred to as a and b
(Table 11.4). Epistasis in each environment is represented by a vector of epistatic para-
meters ¢ (el, €2, €3, e4) (for additive-additive, additive-heterozygous, heterozygous-
additive, and heterozygous-heterozygous interactions, respectively).

The first step is to test, using the unconstrained model, whether the H hypothesis
(no effect of the linkage group on the trait) and the H, hypothesis (only one QTL in
the linkage group affects the trait) can be rejected when compared to the H, alterna-
tive hypothesis (two linked QTL in the linkage group affect the trait). The tests
conducted allow rejecting both H; and H, in favor of H, The next step is testing
whether epistasis is significant in either E1 or E2. This can be achieved by setting sep-
arately e/ = 0 and €2 = 0, fitting the resulting constrained models and comparing
them with the unconstrained model (where €1 # 0 and &2 # 0 simultaneously). These
comparisons gave P(¢ = 0) = 0.208 and P(e2 = 0) = 0.019. In other words, epistasis
was significant after challenge (in E2), but not before (in E1). The results of 1,000
bootstrap runs of the final fitted model (with the parameters shown in Table 11.4)
are presented in Figure 11.3. It is noteworthy that the solution for nearly 75% of runs
was on the interval pair 1-4. In general, we can conclude that QTL-environmental
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Figure 11.3. QTL-E analysis of a two-QTL model with epistasis for the effect of 1g01 on
lysozyme. The results of 1,000 bootstrap runs for the simplified model as shown in Table 11.4.

interaction, as a part of genetic architecture and reaction norm, may include signifi-
cant dependence of epistasis on external conditions.

Marker-assisted Selection

Marker-assisted selection (MAS) is covered in detail in Chapter 12, therefore, here
we provide only conceptual introductions. Once QTLs have been detected and their
relative quantitative effects have been estimated, how can this knowledge be applied
in practical marker-assisted selective breeding? Two modes of application may be
anticipated. First, we can select directly upon the family material on which the QTL
mapping was done. We anticipate that this mode of MAS will have limited applicabil-
ity, and mostly for basic research. Second, we can select upon existing commercial
broodstocks. We anticipate that this mode of MAS will have more general applicabil-
ity. The commercial broodstock will be screened for segregation of QTLs of interest
and to determine the coupling of marker and QTL alleles specific to families within
that broodstock. MAS has been well demonstrated in crop plant systems (Collard et
al. 2005), such as corn (Yousef and Juvik 2002) and millet (Serraj et al. 2005). If the
gene directly affecting a trait is known (as opposed to a genetic marker linked to that
gene on the chromosome), then gene-assisted selection (GAS) can be applied.
In agricultural animal systems, MAS is being applied to increase litter size in pigs
(Rothschild et al. 1996, Visscher and Haley 1998). GAS is being applied to increase
scrapie resistance (DEFRA 2006) and to decrease incidence of spider syndrome in
sheep (R. Lewis, Virginia Polytechnic Institute and State University, personal com-
munication). To our knowledge, neither GAS nor MAS have yet been applied to
aquaculture species.

A key practical question is whether MAS can accelerate genetic progress to the
degree that it is cost-effective. The power of selective breeding plus MAS will have to
be demonstrated relative to conventional, phenotype-based breeding alone. The effi-
cacy of MAS depends on three factors, the heritability of the trait, the proportion of
genetic variance associated with marker(s), and the selection scheme at issue (Lande
and Thompson 1990). The relative efficiency of MAS in relation to conventional
selective breeding is highest for low heritability traits when selecting on the basis of an
individual-based index combining both genetic marker and phenotypic information.
Development of selection indices combining phenotypic and marker information
depends upon the relationships among individuals, their breeding values as estimated
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using classical animal models, and the phenotypic effects of marked QTLs (Spelman
and Garrick 1998). The theory for estimating selection indices has been particularly
well established for dairy cattle (Hoeschele 1993, Weller 1997). Since fish families can
be large and can be reared in single units, the parameters entering the analysis pre-
sumably can be estimated with considerable precision. Still, the technical basis for
development of selection indices for fishes needs more theoretical work.

Like classical selective breeding, MAS could be particularly effective for aquatic
species. In aquatic species, most traits of economic interest are well suited to MAS:

. Most traits are not sex-limited.

. Generation intervals in many species are short.
. Most species have external fertilization.

. Many traits of interest are heritable.

. Most species have large progenies.

DA W

The prospects for genetic improvement of aquaculture species are good (Gjedrem
1983, 1985). However, MAS cannot be cost-effectively applied for every trait. High
heritability traits might best be improved by classical, phenotype-based selection.
Traits for which MAS would be most appropriate include sex-limited traits, traits
expressed late in life, carcass traits, and low heritability traits (Poompuang and
Hallerman 1997). Given that many key traits, such as growth rate, often have high
enough heritability to be improved using classical selective breeding, we anticipate
that cost considerations might dictate that MAS will be used to develop resource lines
(e.g., disease-resistant lines) as opposed to general production lines. These resource
lines might be crossed into production stocks as needed to improve targeted traits for
which QTL detection and MAS are cost-effective.
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Chapter 12
Marker-Assisted Selection for
Aquaculture Species

Max E. Rothschild and Anatoly Ruvinsky

Introduction

Genetic improvement in fish and other aquaculture species is a relatively new devel-
opment. Excellent reviews on the progress in many species have been published (e.g.,
Gjedrem 2000, Benzie 1998, Hulata 2001). While the earliest genetic improvement
has used standard methods of selection and cross breeding, developments in molecu-
lar genetics have now allowed for the progression of molecular markers for parentage
control and species identification (e.g., Heath et al. 1995, Norris et al. 2000, Martin
and Soleto 2003). Also see Chapter 8 of this book. A number of mapping projects
(Alcivar-Warren et al. 1997) have also led to the development of quantitative trait loci
(QTL) projects designed to identify regions or genes and markers associated with
specific traits in aquaculture species. Once identified these markers could then be
used in marker-assisted selection (MAS). Hulata (2001) presented a review of devel-
opments that took place prior to the beginning of this decade.

The purpose of this chapter is to provide the reader with some background and
theory related to MAS and information as it pertains to some other species essential
for food production and to present information on recent progress in the field of
aquaculture.

Definition and Theory of Marker-assisted Selection (MAS)

Traditional animal improvement has relied primarily on population selection based on
phenotypic characters or traits. The idea of using genetic markers for selection, both by
themselves and with other phenotypic data, termed marker-assisted selection (MAS)
was first considered several decades ago when the first molecular markers, restriction
fragment length polymorphisms (RFLP) were described in commercially important
species (Soller and Beckmann 1982). Since then tremendous progress has been
achieved in developing new types of markers, gene mapping, quantitative trait loci
(QTL) studies, and in theoretical investigations of potential MAS outcomes. MAS can
be best used for traits with low heritability, as a means to improve accuracy of selection,
to reduce generation interval by early selection before maturity, and finally to select for
traits that are observed in one sex only (Lande and Thompson 1990).

Despite a great deal of promise only a handful of cases demonstrating practical
usefulness of MAS in reducing frequencies of recessive alleles causing genetic
diseases, determining simple Mendelian traits and improvement in a few species
have been reported so far (Dentine 1999, Dekkers 2004). In livestock, commercial
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implementation of MAS related to improvement of quantitative traits has been
employed for removal of deleterious major genes, growth rate, meat quality, disease
resistance, and reproductive traits in pigs and in other species such as cattle where
markers are used routinely for improvement of protein percentage in milk and mar-
bling and tenderness in beef cattle. Dekkers (2004) has summarized the progress and
use of markers as “the current attitude toward MAS is . . . cautious optimism.” Before
discussing the state of progress in aquaculture species, the basic principles and the
major limitations of MAS will be briefly considered.

Quantitative traits are usually determined by a number of genes, some of them
interacting, and influenced by environmental conditions. As a result, when heritability
is low, effectiveness of selection based on phenotypic measurements alone may be
poor (Lynch and Walsh 1998). However, the development of an approach allowing
direct identification and subsequent selection of the most valuable genotypes is an
attractive proposition. Such methods could make selection of both quantitative and
qualitative traits more efficient. Molecular markers, either the causative ones or those
located within the gene or close to that gene of interest, would be the best potential
tools for such genotype-oriented selection.

Finding either the causative genetic mutation or effective molecular markers has in
general proved to be difficult and requires a high level of genome knowledge for a
species. There are two major reasons behind this. First of all, location and identity of
genes affecting essential traits is usually not known. Only for the most intensively stud-
ied agricultural species, like cattle, pigs, and chickens, has such information become
partially available, as genomic projects still are expensive and demanding. Hopefully
the situation will steadily improve in the years to come.

The second obstacle, when the marker is not the causative mutation, is the ongoing
recombination process, which constantly changes phase between the allele in ques-
tion and a marker (Figure 12.1). Three possible approaches can reduce the intensity
of this problem:

 Finding a marker within a gene which is in strong linkage disequilibrium (LD) with
the causative mutation

e Choosing a marker tightly linked to the gene in question and in strong LD

 Flanking the gene by two closely linked markers

Each of these approaches has its own advantages and disadvantages.

Identification and sequencing of some genes affecting qualitative traits, like disease
susceptibility, opens the door for searching molecular markers, which could be
causative mutations in the gene and which could be directly selected against the delete-
rious allele. This approach is also known as gene-assisted selection (GAS). Malignant

Figure 12.1. Coupling (A) and repulsion (B) phases of the preferred allele (g,) and the
marker (m,).
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hyperthermia syndrome (MHS) in pigs may serve as an example here (MacLennan
et al. 1990). Commercial populations of pigs can and have been purged from highly
undesirable allele causing MHS in a relatively short period of time. Unfortunately, the
number of such examples is not large; similar situations are even much rarer among
quantitative traits. Obviously GAS does not carry negative effects of recombination
because a causative mutation is located within the gene in question and this is a clear
advantage. In most of the selection schemes GAS outperforms MAS and particularly
in the short-term (Villanueva et al. 2002). There is a strong expectation that in the near
future significant progress will be achieved in identifying links between genes and phe-
notypic traits, a number of “phenome” projects are under way (Williams 2006).

An alternative approach is choosing closely located markers (<1 centiMorgans
[cM]). This in turn requires dense linkage maps that are not available today except for
chickens and cattle where draft genome sequences exist. Lack of such maps also adds
strict limitations on QTL or association mapping for nearly all aquaculture species at
least for some time. More distantly located single markers (>5 cM) are less reliable due
to recombination events and could produce in the long run more harm than benefits.
A third possibility, flanking markers, is more advantageous (Figure 12.2).

As the probability of double recombination between two linked markers (<5 cM)
is low, there is a very small risk (~0.0025) to “lose” control over the preferred allele
with a large selective value using only marker information. It is also essential that
obtaining homozygotes for a haplotype carrying the preferred allele becomes much
easier (Figure 12.3). After QTL in a species are verified, MAS programs become fea-
sible (Evans et al. 2003).

The development of genome sequencing in aquaculture species will eventually
lead to dense genetic maps and alleviate these problems. Thus, as soon as knowledge
about genes or QTL affecting essential traits becomes available and haplotypes carry-
ing preferred alleles are flanked by molecular markers or causative mutations are
found within the genes responsible for particular traits, MAS can be implemented.
Theoretical evaluation of potential effects from MAS implementation initially was
quite optimistic, ranging from 9% to 64% of gain when compared with non-MAS
strategy (Meuwissen and Goddard 1996). Studies and limited practice during the last
decade has indicated that these estimates are likely the upper limits, which might be
theoretically achieved under specific sets of circumstances favoring MAS. However,
there are numerous factors limiting practical gains of MAS.

Requirements and Limits of MAS Implementation

Not all traits are equally suitable for MAS implementation. The basic economic
requirements are clear in that profits from the introduction of MAS into breeding

Figure 12.2. A haplotype framed by two closely linked (<5 cM) markers like m, and m, is likely
to carry the preferred allele (g), which can not be tested directly. “Loosing” the preferred allele
from the haplotype is unlikely due to a low probability of double recombination events on m,-m,
intervals.
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Figure 12.3. Transmission of haplotypes through generations. Homozygotization of a certain
chromosome fragment is possible (CSH—chromosome segment zomozygosity). Usage of mark-
ers framing such a fragment increases opportunities for homozygotization, if it is beneficial for
breeding purposes. Adapted from Hayes et al. 2005.

practices must exceed investments in the development of MAS technology. Assuming
that this technology is based on relatively complex and expensive methods of sam-
pling, DNA extraction, marker identification, and analysis on a mass scale, costs are
initially quite high. Additional costs of MAS, while relatively small may also conflict
with commercial use in an industry. There are several criteria affecting potential ben-
efits of MAS, which are briefly considered below.

Timing of Trait Recording

In a variety of situations, traits are not known or cannot be recorded prior to the
required selection decisions. Meat or fish quality could serve as a good example. Mark-
ers might be very valuable in improving genotypes and “hidden” phenotypes of sires
and dams in relation to the meat or fish flesh quality. Another example is resistance or
susceptibility of animals to a certain disease or parasite, which might occur only at the
time of exposure. Here again MAS could be useful in promoting the most resistant
genotypes. It should be mentioned that in some species (including numerous marine
species) mass selection at the time of exposure could be an alternative option particu-
larly when there is a major locus determining resistance. Notter and Cockett (2005)
provided an additional illustration of potential usefulness relative to time of recording.
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Genetic improvement in traits associated with seasonal breeding in sheep is difficult
because these traits are generally not expressed until late in life and are usually
recorded only in females. Detection of relevant QTL and their use in MAS could
therefore substantially enhance selection response. The melatonin receptor 1a gene is
polymorphic in many sheep breeds and appears to influence a number of seasonal
reproductive responses. A variety of clock genes have been identified in laboratory
mammals and have been shown to influence biological rhythms. Thus, the various
clock genes represent potentially important candidate genes that may be involved in
control of seasonal breeding.

Correlation Between Genotype and Phenotype

Those traits, where correlation between genotype and phenotype is high, are certainly not
among the best candidates for MAS unless they cannot be measured directly on the ani-
mal as in sex-limited traits. If the trait can be assessed before the selection decision and
phenotype is determined by genotype in a significant degree (heritability ~30-40% or
above) there is no strong need for additional marker information. The selective objectives
can be achieved by using traditional or modern methods of selection (Kinghorn 1997).
However, in cases such as reproduction or disease resistance, where heritability is low,
individual marker information can be very advantageous.

Age-related Selection

Young animals, which have yet to be involved in progeny-test schemes, present a bet-
ter opportunity for MAS to be used than older individuals who might have a signifi-
cant number of offspring with measured traits. As estimated breeding values (EBV)
of such young individuals can not be predicted with a reasonable confidence, MAS
using markers for the desired traits can be quite useful to preselect animals for further
testing or to speed generation interval.

QTL or Major Gene is of Large Effect

Choosing an application of MAS, one has to give proper consideration to the size of
the effect caused by a QTL or major gene. Clearly the preference should be given to
those QTL, whose effect on the trait varying from moderate to large (~20-40% of the
phenotypic variation). Individual smaller-sized QTL (<5%) are not expected to pro-
duce a significant benefit from MAS implementation. Stochastic computer simula-
tions have shown that some extra gains are expected even when a trait is controlled by
numerous loci of additive small effect distributed along many chromosomes and MAS
is practiced (Villanueva et al. 2005). MAS has been compared with other schemes
where genetic evaluations were performed using standard BLUP. When the density of
markers was high enough, there has been an increase in the accuracy of selection with
MAS, and this has led to extra gains (5-11%) when compared with standard BLUP.



204  Mapping Genomes

However, the commercial viability of such MAS application is not clear since such
studies have not considered the level of investment and maintenance costs and practi-
cal complications of molecular marker analysis.

Frequency of Preferred Allele or Haplotype

If the preferred allele is rather rare in a population, more gains are expected from
MAS. But as is often the case, the “effect” may be poorly estimated. On the contrary,
if there is a high frequency of the preferred allele, this does not leave the opportunity
for significant improvement and MAS may not be economically viable. Computer
modelling made by Schulman and Dentine (2005) shows that with a QTL of moderate
size and initial allele frequencies of the favorable allele of 0.05, the response with
MAS was 6% higher than with traditional selection in the sires selected after their
progeny test.

Short-term Response to MAS

Once a desirable allele or haplotype is chosen and other preconditions are fulfilled,
MAS can progress rapidly until fixation of the QTL or the major gene is achieved.
It may take a few generations depending on intensity of the process to reach the high
level of fixation desired in the population. Further gains in improving a particular trait
using this marker become very limited and thus economically not viable. It simply
means that in some cases MAS technology has a limited time, during which it is eco-
nomically justifiable. Because the cost of development of such technology is usually
not small it should be considered relative to the potential gains. This could be another
impediment to MAS development and its practical implementation at least using cur-
rently available molecular technology.

Linkage Disequilibrium

It is quite possible that two or more loci affecting a phenotype are closely linked.
In some instances, unfavorable haplotypes carrying alleles with the opposite effect
on the breeding value might occur in a population. Such undesirable linkage disequi-
librium can be better handled by MAS, which will facilitate identification of rare and
desirable recombinant haplotypes. These recombinant haplotypes might present a
new opportunity for selection and could be very beneficial. However, the initial
investments in gene and QTL mapping, which are unavoidable, might be significant.

Marketing

For companies selling improved breeding stocks, active use of MAS can be viewed
also as a marketing tool and may serve as evidence of the high genetic quality of their
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product to some customers. GeneSTAR® is a very suitable example of such situations
because there is no alternative way to assess potential high meat quality in young bulls
(Genetic Solutions 2006). Buyers are willing to pay premium prices for animals with
presumed superior qualities.

Long-term Response

Villanueva and others (2002) compared the benefits of MAS with schemes where
selection is directly on the QTL (Gene Assisted Selection [GAS]) and with schemes
where only phenotypic information was considered. The optimization of the additive
genetic contributions (BLUP methodology) has a significant positive impact on
genetic response but the use of markers leads to moderate additional short-term
gains. Optimized selection schemes with phenotypic information only did nearly as
well as standard truncation GAS in the short-term. The maximum accumulated bene-
fit from MAS over conventional selection (BLUP) was less than half of the maximum
benefit achieved from GAS, even with very low recombination rates between the
markers and the QTL. The authors have shown that the prior information about the
QTL effects can substantially increase genetic gain, and, when the accuracy of the pri-
ors is high enough, the responses from MAS are practically as high as those obtained
with direct selection on the QTL.

A general conclusion can be drawn that MAS can increase the effectiveness of the
selection process but this is not always the case (for easily measured traits with high
heritability) and comes at a cost, which must be taken into consideration by organiza-
tions planning commercial implementation of MAS.

Parentage Testing, Species Identification,
and Marker-assisted Introgression

Molecular markers can also be used for parentage testing and as a tool for marker-
assisted introgression of desirable alleles and haplotypes (see Chapter 8). In both
situations this may increase effectiveness and intensity of selection. Furthermore,
markers can be used for species or population identification (see Chapter 9). This has
considerable value because occasionally lower priced aquatic species are sold as higher
priced ones and consumer fraud can be lessened with occasional marker testing.

Parentage Testing

Knowledge of parental-progeny relationships in a selected population could be very
beneficial (see Chapter 8). Unfortunately, it cannot be perfectly known or recorded in
some populations. Microsatellites and other molecular markers have proved to be an
ample opportunity for a posterior parentage testing. Computer programs like
CERVUS (http://helios.bto.ed.ac.uk/evolgen/cervus/cervus.html) provide powerful
facilitation of parentage testing. It has been demonstrated that 12 MS loci with an



206  Mapping Genomes

average number of alleles are quite sufficient to reconstruct parent-offspring relation-
ships with a probability close to 1 (Sunduimijid 2006, personal communication). (Also
see Chapter 8.) Using this approach, pedigree information can be obtained for any
species, including marine organisms. For instance, an integrated pedigree database
was developed at the Oceanic Institute, Hawaii, (http://www.oceanicinstitute.org/
nav.php?loc=Research&page=Shrimp_Department) for a shrimp breeding pro-
gram. This database provides the Oceanic Institute (OI) with a powerful tool for man-
agement of their shrimp-breeding program and also generates useful information
about shrimp genetics. It is likely that similar parentage testing and performance
databases will be developed for other species thus incorporating molecular markers in
breeding programs.

Marker-assisted Introgression and Transgenic Technology

So far, the majority of examples of marker-assisted introgression have come from
plant breeding due to the significant costs and time constraints for animal species.
Very limited examples from animal species exist. At this stage it is difficult to predict
whether or when a similar approach will be implemented in any aquaculture species-
breeding program.

Transgenic technology on the contrary does not require too much time and in prin-
ciple allows modification of many critically important traits like disease and parasite
resistance, growth intensity, and quality of the final product. There are successful
examples of transgenesis in many animal species including fish (Future Fish 2003,
Tafalla et al. 2006) and crustaceans (Lu and Sun 2005). The public acceptance of
transgenics is an entirely different matter, and MAS clearly would be preferred.

Species Identification

Authenticity of species, especially relative to labeling and marketing claims is com-
mercially quite important. Several countries have legislation that requires accurate
labeling. A number of these issues and methods using DNA markers have been con-
sidered and were reviewed at length by Martin and Soleto (2003).

MAS Developments in Aquaculture

Genetic Maps in Aquaculture Species

The essential condition for MAS is development of useful resource families, genetic
linkage and physical maps, and large numbers of polymorphic genetic markers (Liu and
Cordes 2004). In recent years, there has been clear progress in this direction. See Chap-
ter 10. Genetic and physical maps of fish species include those for arctic char (Woram
et al. 2004), salmon (Gilbey et al. 2004, Moen et al. 2004), rainbow trout (Young et al.
1998, Sakamoto et al. 2000, Nichols et al. 2003), gilthead seabream (Senger et al. 2006),
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catfish (Liu et al. 2003), and tilapia (McConnell et al. 2000) for example. Other species
include Pacific oyster (Hubert and Hedgecock 2004, Li and Guo 2004), eastern oyster
(Yu and Guo 2003), abalone (Liu et al. 2006), black tiger shrimp (Wilson et al. 2002,
2004; Maneeruttanarungroj et al. 2006), and Pacific white shrimp (Alcivar-Warren et al.
2006). These maps vary in complexity with most consisting initially of microsatellites,
amplified fragment length polymorphisms (AFLP), and more recently some single
nucleotide polymorphisms (SNP). Fine mapping is being applied only to some species
at this time.

QTL and Association Studies

Maps and markers are but the first step. Families in which crosses are produced and
many traits measured are also required to obtain quantitative trait loci (QTL) infor-
mation. See also Chapter 11. Just as mapping activity has increased, so have the
efforts to find QTL and useful candidate genes.

A significant number of these QTL and association studies are connected with
aquaculture species that have been farmed for a long time. For instance, in rainbow
trout such QTL investigations were aimed for thermal tolerance (Jackson et al. 1998;
Danzman et al. 1999; Perry et al. 2001, 2005), spawning time (Sakamoto et al. 1999,
O’Malley et al. 2003), embryonic development (Robison et al. 2001), and more
recently disease resistance. Use of markers to improve disease resistance offers con-
siderable genetic advantage for aquaculture producers. Ozaki and others (2001) iden-
tified QTL associated with resistance to infectious pancreatic necrosis (IPN), which is
a well-known acute viral disease in rainbow trout. Two putative QTL affecting disease
resistances were detected on chromosomes A (IPN RS-1) and C (IPN RS-2). It was
suggested that these markers have great potential for use in MAS for IPN resistance.
More recently, Zimmerman and others (2004) found a chromosomal region con-
trolling natural killer (NK) cell-like activity in rainbow trout using a genetic map of
more than 500 markers including AFLPs and microsatellites. The single major QTL
associated with NK-like activity is not linked to the fragmented MHC class I and
MHC class II regions and the two QTL previously found to be associated with resis-
tance to IPN virus in rainbow trout.

A large collaborative research group has been exploring QTL in tilapia, another
farm-raised fish (Agresti et al. 2000). These investigations have led to discovery of
QTL affecting a number of traits including body color (Howe and Kocher 2003) and
sex determination (Shirak et al. 2002, Lee and Kocher 2003). More recently Cnaani
and others (2004) initiated a search for QTL for innate immunity, response to stress,
biochemical blood parameters, and body size in an F2 population derived from an
interspecific tilapia hybrid. Despite the small family size and a limited number of
markers, 35 significant marker-trait associations, involving 26 markers in 16 linkage
groups, were found. Many of these were confirmed in a second experiment. The por-
tion of variance explained by each QTL was on average 11%, with a maximum of
29%, and they found that the average additive effect of each QTL was 0.2 standard
deviation units for stress response traits and fish size, with a maximum of 0.33. Some
of these results confirm previous studies. More recently, Shirak and others (2006)
reported QTL for other disease-related parameters.
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Salmon, another extensively raised fish, have also been well investigated. Using
91 microsatellite loci and three full-sib families, Reid and others (2005) examined
QTL affecting body weight and condition factor. A total of 10 suggestive and signifi-
cant QTL for body weight and condition factor were identified. The largest QTL
effects for body weight and for condition factor accounted for over 20% of the pheno-
typic trait variation, respectively. The authors noted that three of the QTL for body
weight occur on linkage groups where similar effects have been detected on the
homologous regions in either rainbow trout or arctic char.

Species investigated include arctic char and catfish. QTL have been reported in
arctic char for temperature tolerance (Somorjai et al. 2003). In catfish, genetic mark-
ers have been associated with feed efficiency and performance traits (Karsi et al.
2000, Karsi and Waldbeiser 2005), and immune response (Karsi et al. 2005).

In shellfish, species QTL and association studies are considerably more limited
and have for the most part been confined to shrimp and prawns. Glenn and others
(2004) found SNPs in the cathepsin L gene and found suggestive associations with
growth rate in both Pacific white shrimp and black tiger shrimp. Rocha and others
(2005) working in the framework of the BioZEST ATP-research project, attempted
to identify putative associations between DNA-markers and shrimp (Litopenaeus van-
namei) production traits. Parents from 80 full-sib families were genotyped for batter-
ies of SNP markers, and effects of these marker-genotypes on all production traits
recorded were evaluated statistically. Two markers were found to be associated with
statistically significant effects on an array of production traits, including harvest
weight (HWT), test daily gain (TDG), biomass yield, grow-out survival, nursery,
stocking and brood-stock weights, and several shrimp carcass and meat quality traits.
Marker-effects were remarkably consistent across raceways and matched known phe-
notypic correlations among traits. Estimated average additive effects of allele substi-
tutions for HWT (mean = 22.2 grams [g]) ranged from 2.2 to 4.5 g for marker 1, and
from 1.5 to 1.8 g for marker 2. More recently, Yu and others (2006) examined three
genes associated with molting but found no association with growth rate in Pacific
white shrimp.

Applications and Limitations in Aquaculture

The growing numbers of markers and the development of useful maps and candidate
genes and markers in some species have for the first time allowed commercial aqua-
culture ventures to consider using markers in selection programs. These results are
difficult to find since most research and application in companies is well guarded.
Examples, however, can be found. These include the use of government labs to use
DNA markers for identification of fish species as part of regulatory investigations. Fur-
thermore, some companies are now using markers for parentage and selection deci-
sions. One such example is Landcatch Natural Selection (http://www.swim-back.com/),
which is a breeding company that is attempting to apply the latest methods in selective
breeding technologies to its aquaculture operations worldwide. They use markers for
traceability to parental stocks and some selection for trait improvement in salmon and
advertise developments and expertise for markers in several other species. Another
example is AKVAFORSK Genetic Center (http://www.afgc.no/), which has been
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conducting genetic improvement with Atlantic salmon, rainbow trout, Atlantic cod, tur-
bot, sea bass, and several other species. This center has also begun to employ DNA
markers for genetic improvement. SyAqua, a shrimp genetic company, has also been
working in the area of marker discovery with an eventual eye to using such markers for
genetic improvement.

These company activities are in their infancy. Obvious limitations include poorly
developed genetic maps and knowledge of the relationships between the markers and
traits of economic importance. Also considerable investments are required to pro-
ceed with the use of MAS. These limitations have led to strategies like that employed
initially by Sygen International (now Genus, Inc.), parent company of SyAqua, to per-
form marker discovery across many species. It is expected that financial investment
will be the major limiting factor even after university and government scientists
develop good maps and markers.

Conclusion

The developments of modern aquaculture and farm-raised aquatic species have neces-
sitated the use of all currently available means for genetic improvement. Originally this
included only selection and in some cases crossing of strains to produce better prod-
ucts. With the advent of molecular biology and the development of new genetic mark-
ers and genetic maps, scientists began to identify QTL regions and genes associated
with traits of importance to the many aquaculture species. More recently, ESTs and
initial sequencing projects, SNP discovery efforts, and development of linkage and
physical maps have opened new opportunities for aquaculture genetics.

MAS is now beginning to be practiced in the industry. In certain instances, MAS
has a clear advantage for genetic improvement, parentage control, and species identi-
fication. As the value of aquaculture products increase, it is expected that investment
in MAS will also increase. The outcomes from such efforts are likely to be more effi-
ciently grown products and increases in disease resistance due to identification of
DNA markers associated with disease. It is anticipated that more companies will be
employing MAS strategies to improve breeding stock and that its applications in
aquaculture, now in its infancy, will grow rapidly.
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Chapter 13
Construction of Large-insert Bacterial Clone
Libraries and Their Applications

Limei He, Chunguang Du, Yaning Li, Chantel Scheuring,
and Hong-Bin Zhang

Large-insert bacterial clone (LBC) libraries, including bacterial artificial chromosome
(BAC), bacteriophage P1-derived artificial chromosome (PAC), plant-transformation-
competent binary BAC (BIBAC), conventional large-insert plasmid-based bacterial
clone (PBC), and transformation-competent artificial chromosome (TAC), have been
proven to be essential and desirable resources for modern genomics, genetics, and bio-
logical research of all organisms, including plants, animals, and microbes. LBC
libraries have been widely used in many aspects of these studies, including genome
physical mapping, large-scale genome sequencing, chromosome walking for positional
cloning of genes and quantitative trait loci (QTL), genome or chromosome analysis by
BAC microarray-based comparative genomic hybridization, and long-range genome
analysis. In this chapter, we introduce the large-insert DNA library cloning systems
developed to date, the state-of-the-art technologies for megabase-sized DNA isolation
and LBC library construction, and the applications of LBC libraries in the research of
genomics, molecular genetics, and molecular biology.

Large-insert DNA Libraries as Tool for Genomics Research

Genomic DNA libraries are resources essential for all areas of genomics and molecu-
lar biology research; therefore, the technologies of constructing libraries from
genomic DNA of a species have been developed alongside the advances in different
areas of molecular research. To facilitate cloning, maintaining and propagation of a
species DNA of interest in a readily manipulated organism, that is, host (e.g., bacte-
ria, bacteriophage, or yeast), for research purposes, several vector systems have been
developed and used in construction of genomic DNA libraries (Wu et al. 2004b).
These vector systems include plasmids, cosmids, bacteriophages A and P1, yeast artifi-
cial chromosome (YAC), bacteriophage PAC, plant-transformation-competent
BIBAC, and TAC. The lengths of DNA fragments that can be cloned in the vectors
have been increased from several kilobase (kb) pairs to 1,000 kb pairs. The molecular
research has evolved from the characterization of a single gene or a few genes or
genomic loci at most in classical molecular genetics or molecular biology to the char-
acterization of large numbers of genes or all genes at the whole genome level in
genomics.
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Large-insert DNA Libraries

DNA libraries that have average insert sizes of 100 kb or larger (hereafter, defined as
large-insert DNA libraries) have become resources essential for many aspects of
modern genomics and molecular research, and revolutionized the manpower of
manipulating genomes of all organisms (Zhang et al. 1996, Zhang and Wu 2001, Ren
et al. 2005). In comparison with the conventional plasmid- (approximately 10 kb), cos-
mid- (up to 40 kb), or N phage- (up to 40 kb) based DNA cloning systems, large-insert
DNA cloning systems are capable of cloning and stably maintaining DNA fragments
of up to 1,000 kb in host cells. The significantly increased cloning capacity of large-
insert DNA libraries has offered several advantages over the conventional small-
insert DNA libraries. Large-insert libraries reduce the number of clones needed for a
complete DNA library of a genome (see below for definition of a complete DNA
library), thus allowing its individual clones to be arrayed in microplates, bar-coded,
and maintained for further analysis (Zhang et al. 1996). Therefore, large-insert DNA
libraries, for the first time, have become real “libraries,” with each clone having a
unique numbered position or “call number” that is defined by library name, plate
number, row letter, and column number of the clone within a plate, so the research
community could efficiently communicate and share the information about every
individual clone of the libraries. Nevertheless, this is not the case for conventional
small-insert libraries. The conventional small-insert DNA libraries may contain every
clone of interest, but the clones usually have to be stored in bulk due to the large num-
ber of clones needed for a complete library. Because a small-insert library is stored in
bulk, the clones of interest have to be identified and isolated from the library by using
a long iterative library screening procedure. This is time-consuming and makes it dif-
ficult to communicate each clone of the small-insert library in the research commu-
nity. Importantly, the availability of large-insert DNA libraries has enabled many
genomic studies that are difficult or impossible to perform using conventional small-
insert DNA libraries. Examples of these studies include, but are not limited to,
genome physical mapping, large-scale genome sequencing, chromosome walking
for positional cloning of genes and QTLs, genome, or chromosome analysis by
BAC microarray-based comparative genomic hybridization, and long-range genome
analysis.

However, large-insert DNA libraries, when arrayed in microplates, have also
gained several disadvantages relative to conventional small-insert DNA libraries.
First, a large amount of freezer space is needed to maintain and archive large-insert,
arrayed DNA libraries because they are arrayed in microplates, whereas conventional
small-insert DNA libraries are each usually stored in bulk in one or a few microtubes.
Second, large robotic workstations are essential to manipulate large-insert, arrayed
DNA libraries, such as high-density spotting onto nylon membrane for library screen-
ing, library duplication, and library re-arraying, whereas these are unnecessary for
manipulating small-insert, bulked DNA libraries. Third, well-trained, experienced
technicians are needed to maintain, archive, and manipulate large-insert DNA
libraries to prevent the libraries from physical or biological contaminations and acci-
dental loss. These requirements have not only increased the cost of archiving large-
insert DNA libraries, but also make it impractical for every research group to have
such large, expensive robotic workstations. Large-insert DNA library resource
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centers, such as the Texas A&M University GENEfinder Genomic Resources Center
(http://hbz.tamu.edu), are a desirable approach to minimizing the limitations of large-
insert DNA libraries.

Two systems have been developed to construct large-insert DNA libraries accord-
ing to their host organisms. One is yeast artificial chromosome (YAC) (Burke et al.
1987), in which large DNA fragments are cloned in a YAC vector and the YAC
recombinant DNA construct is hosted in a yeast strain. The other is large-insert bac-
terial clone (LBC) (Wu et al. 2004b, Ren et al. 2005), in which large DNA fragments
are cloned in a plasmid-based vector and the LBC recombinant DNA construct is
hosted in a bacterial strain. Based on modifications of plasmid vectors used for library
construction, LBCs are classified into bacterial artificial chromosomes (BAC)
(Shizuya et al. 1992), bacteriophage Pl-derived artificial chromosomes (PAC)
(Ioannou et al. 1994), plant-transformation-competent binary BACs (BIBAC)
(Hamilton et al. 1996), large-insert conventional plasmid-based bacterial clones
(PBC) (Tao and Zhang 1998), and transformation-competent artificial chromosomes
(TAC) (Liu et al. 1999). Based on functions of the cloning vectors, LBCs are further
categorized into generally genomic DNA cloning vectors such as BAC and PAC and
transformation-competent binary vectors such as BIBAC, binary PBC, and TAC.

Yeast Artificial Chromosomes (YAC)

The YAC system was first reported in 1987 (Burke et al. 1987) to construct large-
insert genomic DNA libraries. YACs are linear recombinant DNA molecules, each
having all the elements of a native yeast chromosome, including one centromere and
two telomeres derived from yeast chromosomes (Figure 13.1). YACs are capable of
cloning DNA fragments of up to 1,000 kb. It was due to this feature that YACs had
revolutionized research of large genomes in the late 1980s and early 1990s. YAC
libraries were constructed for a number of species and used in genome physical map-
ping of human (Chumakov et al. 1995), mouse (Nusbaum et al. 1999), rice (Kurata
et al. 1997, Saji et al. 2001), and Arabidopsis (Canilleri et al. 1998, Schmidt et al. 1995,
Zachgo et al. 1996), but their utility was limited due to several of their significant dis-
advantages. The first disadvantage is their high level of chimeric clones, ranging from
10-50% of YACs. A chimeric clone contains an insert that is derived from the ligation
of two or more noncontiguous genomic DNA fragments and thus, tends to mislead
chromosome walking in positional cloning, physical mapping, and genome sequence
assembly when they are used in genome research. The second disadvantage of YACs
is their instability in host cells. This results in loss of library fidelity during storage,
thus reducing the feasibility of their long-term storage and use. The third disadvan-
tage is complicated isolation of YAC DNA, in which yeast spheroplasts are prepared,
embedded in low-melting-point agarose and lysed in the agarose, followed by DNA
purification and fractionation by pulsed-field gel electrophoresis and YAC DNA exci-
sion from the agarose gel. Not only is the YAC DNA isolation procedure tedious, but
the isolated DNA is also easily contaminated with yeast chromosomal DNA, which
limits large-scale use of YAC libraries in research of genomics, genetics, and biology
(Figure 13.1).
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Figure 13.1. Large-insert bacterial clones (LBC) versus Yeast artificial chromosomes (YAC)
fractionated on pulsed-field gels (from Wu et al. 2004b). The top figure of panel A shows the
construct of a YAC and the lower figure shows YACs indicated by bullets that co-migrated with
the three smallest chromosomes (210, 280, and 350 kb, respectively) of their host yeast, making
them difficult to purify from the yeast DNA. The top figure of panel B shows the construct of an
LBC, and the lower figure shows LBCs. The LBC DNA is readily purified and has no or little
contamination with the host bacterial chromosome DNA. By digestion with Not I, the LBC
insert DNA was released from the cloning vector. The YACs have an insert size range from 280
to 370 kb, and the BACs have an insert size range from 85 to 220 kb.

Large-insert Bacterial Clones (LBC)

The difficulties of YAC analysis and its use in genome research promoted the
research of developing user-friendly systems for large-insert DNA library construc-
tion. The LBCs were first reported as BACs in 1992 (Shizuya et al. 1992) to construct
large-insert DNA libraries. LBCs, including BACs, PACs, BIBACs, PBCs, and TACs,
are all plasmid-based, circular DNA constructs (Figure 13.1). LBCs have several
advantages over YACs (Figure 13.1). Up to 300 kb of DNA could be cloned in LBCs
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and stably maintained in the bacterial host cells (Shizuya et al. 1992, Ioannou et al.
1994, Tao and Zhang 1998, Hamilton et al. 1996, Liu et al. 1999). Although these
insert sizes are smaller than those of YACs, they are much larger than those of con-
ventional cosmid and bacteriophage clones, thus being better suited for genome-scale
research (Zhang et al. 1996, Ren et al. 2005). Second, LBCs are stable in the bacterial
host cells (Shizuya et al. 1992, Ioannou et al. 1994, Tao and Zhang 1998, Hamilton
et al. 1996, Liu et al. 1999), which is essential for long-term storage and the use of
their libraries in genomics research. Finally, LBC DNA is easily purified from their
bacterial host cells, which is routinely done by using the conventional plasmid DNA
isolation (alkaline) procedure. This is extremely important for use of the LBC
libraries in genomics research as the DNA of a large number of clones can be quickly
and simultaneously purified and analyzed using a robot. It is because of these advan-
tages of LBCs over YACs that LBCs have now become the system of choice for
construction of large-insert DNA libraries.

It should be pointed out that the terms BAC, PAC, BIBAC, PBC, and TAC have
been commonly used to refer to large-insert clones cloned in bacteria. The term LBC
is used here to represent the clones of BAC, PAC, BIBAC, PBC, or TAC because the
vectors of all of them have the same essential structure, based on either the F plasmid
(BAC, BIBAC, PAC, and TAC) or the P1 plasmid (PBC and TAC), and do not include
any sequences from the bacterial host genome. Furthermore, it was found that con-
ventional plasmid-based vectors such as plasmids and cosmids previously used to con-
struct small-insert DNA libraries for various biological research purposes can stably
clone and maintain up to 300-kb DNA fragments as BACs and PACs (Tao and Zhang
1998). It was also observed that just as with single-copy BAC vectors (Shizuya et al.
1992), plasmid vectors of multiple copies are stable in the Escherichia coli strain
DHI10B that is widely used in BAC and PAC library construction. These findings
imply that the conventional plasmid-based vectors, such as plasmids and cosmids,
essentially have the same DNA cloning capacity as BAC, PAC, BIBAC, or TAC, sug-
gesting that many plasmid-based vectors traditionally used for small-insert cloning
could be used directly or after modification as vectors for large-insert LBC library
construction. Since multiple-copy vectors, such as pCLD04541 and pSLJ1711 (Tao
and Zhang 1998), are also capable of stably cloning and maintaining large DNA frag-
ments, use of multiple-copy vectors for LBC library construction will significantly
facilitate large-scale cloned DNA isolation and analysis.

In comparison, the LBC library construction system uses the electroporation tech-
nology (defined as the physical method by Wu et al. 2004b) to transform recombinant
DNA constructs into the E. coli strain DH10B host, whereas the conventional small-
insert plasmid or cosmid library construction system used the CaCl/heat shock
method (defined as the chemical method by Wu et al. 2004b), or in vitro phage
particle packaging method (defined as the biological method by Wu et al. 2004b) to
transform recombinant DNA constructs. The electroporation technology allows the
introducing of large-insert DNA plasmid and cosmid clones into bacterial host cells
(Shizuya et al. 1992, Tao and Zhang 1998) with an extremely high transformation effi-
ciency compared to the CaCl,/heat shock and in vitro phage particle packaging
methods previously used in the conventional small-insert plasmid or cosmid library
construction. The E. coli strain DH10B and its derivatives can stably maintain and
propagate existing plasmid vectors with large foreign DNA fragments (Tao and
Zhang 1998). All LBC genomic DNA libraries constructed to date are hosted in
DHI10B or its derivatives. The key features of this strain include mutations that block
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recombination (recAI), restriction of foreign DNA by endogenous restriction
endonucleases (hsd/RMS), and restriction of DNA containing methylated DNA
(§'-methylcytosine or methyladenine residues, and 5'-hydroxymethylcytosine) (mcrA,
mcrB, mcrC, and mirr). Therefore, the electroporation technology and the E. coli
strain DH10B have contributed to the advent of the LBC cloning technology.
General LBC cloning vectors, such as BAC and PAC, and binary vectors, such as
BIBAC, TAC, and PBC, were developed to meet different research purposes. The gen-
eral LBC cloning vectors can be used only to clone large DNA fragments in bacterial
host cells, whereas the LBC binary vectors not only can be used to clone large DNA frag-
ments, but also can be directly transformed into plant cells via Agrobacterium (Hamilton
et al. 1996, 1999; Liu et al. 1999, 2002; He et al. 2003). In general, BIBACs are more dif-
ficult to construct than BACs and are not well-suited for shotgun sequencing due to their
larger vector size resulting from the addition of a T-DNA cassette for plant transforma-
tion; however, once constructed, BIBACs have the potential to streamline functional
analysis and use of the genomics research results for plant genetic improvement.

Construction of Large-insert Bacterial Clone Libraries

Construction of LBC libraries generally includes the following steps:

* Isolation of high-quality DNA from targeted species

 Preparation of clonable DNA fragments from the source DNA

 Preparation of cloning vectors

* Ligation of the source DNA fragments into a cloning vector

* Transformation of the ligated insert/vector recombinant DNA constructs into
host cells

* Library characterization and assembly

Figure 13.2 shows a general flow chart of construction of an arrayed LBC library
(Ren et al. 2005). This procedure is essentially the same as that used for construction
of conventional small-insert DNA libraries. However, for LBC library construction,
the source DNA must be of high quality (large size and high purity); the DNA frag-
ments to be cloned must be handled with care to prevent them from physical shearing
due to their large size; and the insert/vector recombinants must be transformed into
host cells by electroporation that has been proven to enable transformation of LBCs
into bacterial cells. Because the stability of LBCs is a major concern for LBC library
construction and that host strain has been shown to be a major factor affecting the
stability of LBCs (Tao and Zhang 1998), use of a proper bacterial host strain is crucial
to construction of LBC libraries. As indicated above, all of the LBC libraries devel-
oped to date are hosted in E. coli DH10B or its derivatives.

Most of LBC libraries are constructed for the whole genome of targeted species;
however, the strategies and associated techniques have been developed to construct
an LBC library for a specific genome region (Fu and Dooner 2000). Although whole-
genome LBC libraries are essential for comprehensive research of the targeted
genome, a significant amount of resources and effort are needed to construct and
array the library. This is especially true for species having large genomes. The strategy
of genome region-specific cloning has provided a method of constructing a genomic
region-specific library, thus facilitating the analysis of a particular genomic region.
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Figure 13.2. A general flow chart for construction of an arrayed large-insert bacterial clone
(LBC) library (Ren et al. 2005). There are three cloning sites—Bam HI, Hind I1I, and Eco RI,
in the pECBACI vector (Frijters et al. 1997). In this particular procedure, Hind III is used to
generate clonable DNA fragments.

The insert sizes of LBC libraries are significant for their utility in genome research.
What is the optimal average insert size for genome research? Generally speaking, the
larger the insert sizes of LBC libraries, the better they are suited for genome research.
This is because an increase in the average insert size of a library reduces the number
of clones to be analyzed and results in the construction of a better quality genomic
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physical map, and reduces the steps required for chromosome walking of a particular
region. However, using the current techniques it is difficult, if not impossible, to con-
struct a LBC library with an average insert size of 300 kb or larger. Most of the LBC
libraries constructed and used to date have average insert sizes ranging from 100 to
200 kb (http://hbz.tamu.edu or http://hbz7.tamu.edu; http://bacpac.chori.org/; http://
www.genome.arizona.edu/; http://www.genome.clemson.edu/groups/bac/). Zhang
and others (1996) studied the relationships between the average insert sizes of LBC
libraries and the probability of completing a 1,000-kb chromosome walk, and Ren and
others (2005) studied the relationships between the average insert sizes of LBC
libraries and physical map construction. Both showed that an average insert size of
160 kb or larger is desirable for efficient chromosome walking (Zhang et al. 1996) and
genome physical mapping (Ren et al. 2005). The utility of the library for chromosome
walking and genome physical mapping decreases significantly as the average insert
size of a library drops below 160 kb. However, there is relatively little corresponding
increase in the efficiency of the library for chromosome walking or physical mapping
by increasing the average insert size above 160 kb.

Another factor that needs to be considered before constructing a LBC library is
how many clones should be constructed for the library. This depends on the research
purposes for which the library is used. Traditionally, the number of clones needed for
a genomic DNA library is calculated based on the following formula (Clarke and
Carbon 1976) presented by Zhang and others (1996):

N =In(1 - P)/In(1 - I/GS)

where N is the number of clones needed for a DNA library, P is the probability of iso-
lating at least one clone from the library using a single-copy sequence, I is the average
insert size of the library, and GS is the haploid genome size of targeted species.
A complete genomic DNA library is defined as the one from which the probability of
isolating at least one clone of interest using a single-copy sequence is greater than
99%. Nevertheless, the most common parameter of describing the number of clones
needed for an LBC library today is haploid genome coverage or equivalents, which is
calculated by dividing the total length of the clones contained in an LBC library by the
haploid genome size of the targeted species. The total length of the clones is the prod-
uct of the average insert size of the library multiplied by the number of clones con-
tained in the library. The relationship between the probability (P) that a given clone is
present in an LBC library and the library genome coverage or equivalents can be esti-
mated by the following formula (Wu et al. 2004b, Ren et al. 2005):

P=1—-emn

where n is the genome coverage or equivalents of an LBC library. For general genome
research purposes such as library screening for clones containing a particular gene or
regulatory sequence and positional cloning, an LBC library with 5 X genome cover-
age should be sufficient. A 5 X genome coverage library is equivalent to an LBC
library having a >99% probability of isolating at least one clone using a single-copy
sequence. However, if the library is to be used for whole genome physical mapping,
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approximately 7-10 X genome coverage of clones are needed to construct a quality
LBC-based physical map (Xu et al. 2004, 2005; Ren et al. 2005).

Construction of Whole-genome LBC Libraries

Preparation of High-molecular-weight or Megabase-sized DNA

High-molecular-weight (HMW) or megabase-sized, high-quality (high purity and read-
ily digestible) DNA is essential for quality LBC library construction. DNA fragments
that are at least fourfold as large as the desired library insert size are needed for con-
struction of a genomic DNA library using the enzymatic method (see below). Since
physical shearing is the major problem, megabase-sized DNA must be protected during
isolation. Protoplasts (plants), cells (animals), or nuclei (plants and animals) are iso-
lated and embedded in low-melting-point (LMP) agarose. The cells, nuclei, or proto-
plasts are lysed and DNA purified in the LMP agarose. Although several methods have
been developed to prepare megabase-sized DNA from different species, the nuclei
method developed by Zhang and others (1995) has become the method of choice for
preparation of megabase-sized DNA from different organisms because it is widely
applicable, simple, economical, and user-friendly. This method was developed initially
for preparation of megabase-sized nuclear DNA from plants. Recently, it has been used
for preparation of megabase-sized DNA from animals, insects, and microbes (Xu et al.
2005, H-B Zhang unpublished). Therefore, the nuclei method developed by Zhang and
others (1995) and further modified by Zhang and associates (Zhang 2000, Wu et al.
2004b, Ren et al. 2005) is presented here to prepare high-quality megabase-sized
nuclear DNA from a variety of different organisms, including aquaculture species.

Materials and Reagents

Materials. Plant leaves or whole seedlings, animal and marine animal muscle tissues
or whole blood cells, insect larvae or pupa, or whole microbe cells can be used to iso-
late megabase-sized DNA using the nuclei method (Zhang et al. 1995, Zhang 2000,
Wau et al. 2004b, Ren et al. 2005). The tissues can be fresh or frozen in liquid nitrogen
and stored at —80°C before use. The animal blood or microbe cells should be pelleted
before use or frozen.

Reagents

1. 10 X homogenization buffer (HB) base: 0.1 M Tris base, 0.8 M KCl, 0.1 M EDTA,
10 mM spermidine, and 10 mM spermine. The HB base is adjusted to pH 9.4-9.5
with NaOH and stored at 4°C.

2. 1 X HB: A suitable amount of sucrose is mixed with a suitable volume of 10 X HB
base. The final concentration of sucrose is 0.5 M and HB base is 1 X. The resultant
1 X HB is stored at 4°C.

3. Nuclei isolation buffer: It is prepared just before use by adding Triton X-100 at
0.5% (v/v) and B mercaptoethanol at 0.15% (v/v) to 1 X HB with thorough mixing.

4. Lysis buffer: 0.5 M EDTA, pH 9.0-9.3, 1% sodium lauryl sarcosine, and 0.3 mil-
ligrams per milliliter (mg/ml) proteinase K. The lysis buffer is made just before use
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by mixing equal volumes of a 1.0 M EDTA, pH 9.0-9.3 stock with a 2% sodium lau-
ryl sarcosine stock, followed by adding proteinase K powder.

Preparation of Intact Nuclei

1.

Grind 10-100 g of the fresh or frozen tissues into fine powder in liquid nitrogen
with a mortar and pestle (usually it takes 20—40 minutes). Keep adding liquid nitro-
gen to the mortar to prevent the tissue from thawing during the grinding process.
Immediately transfer the powder into an ice-cold 1,000-ml beaker containing the
nuclei isolation buffer at a ratio of 10-ml/g tissue.

. Gently swirl the contents with a magnetic stir bar for approximately 10 minutes on

ice until the tissue powder has thawed in the nuclei isolation buffer. Filter into ice-
cold 250-ml centrifuge bottles through two layers of cheesecloth and one layer of
Miracloth (Calbiochem, USA) by gently squeezing with gloved hands.

. Pellet the homogenate by centrifugation with a fixed-angle rotor at 2,000 g at 4°C

for 20 minutes.

. Discard the supernatant and add approximately 1 ml of ice-cold nuclei isolation

buffer to each bottle.

. Gently resuspend the pellet with assistance of a child’s paintbrush that has been

presoaked in ice-cold nuclei isolation buffer. Combine the resuspended nuclei
from all bottles into a 40-ml centrifuge tube and fill the tube with ice-cold nuclei
isolation buffer.

. Pellet the nuclei by centrifugation at 2,000 g, 4°C for 15 minutes in a swinging

bucket centrifuge or fixed-angle rotor.

. Wash th