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Foreword

The birth of livestock genomics 15 years ago was inspired by the human genome initia-
tive and the potential for capturing both its technologies and massive comparative data
sets for application to livestock species, most of which are mammals. We are currently
reaping the benefits of these efforts, with sequencing projects completed or ongoing in
chickens, cattle, pigs, and horses and valuable mapping resources developed for others
such as sheep and turkeys. Traits of economic and physiological significance are being
mapped, and underlying genes are being discovered. The biological diversity of species
used in aquaculture, however, presents a unique set of problems to genomic studies,
both in technology development and in the application of genomic information to food
production. A book that captures the status of genomic technologies as applied to
aquaculture species and the rapid state of advancement of genomics of some of the
principal species is a welcome addition to the animal genomics literature.

Species used in aquaculture span both the vertebrate and invertebrate arms of the
animal kingdom and incorporate a range of issues related to genome size, genome
redundancy, and a variety of reproductive strategies. With the exception of the bony
fishes that should benefit from the advanced genomics of zebra fish and puffer fish,
aquaculture genomics will not have the direct benefit of extensive comparative
genomic data sets provided by the human genome project to mammalian genetics and
surprisingly, also to the chicken genome. Nonetheless, technologies for developing
DNA markers, linkage and physical maps, and transcription profiling tools are uni-
versal and DNA sequencing is now being discussed in terms of a few thousand dollars
per Gb in the not too distant future. Efforts to develop tools, make maps, and ulti-
mately sequence genomes of aquaculture species will not only be rewarded by
improved health and productivity of important food sources but in defining the biol-
ogy underlying the genomic and physiological diversity that make these species daunt-
ing targets for genetic studies in the first place.

A surprising wealth of tools has already been generated for genome mapping and
functional studies in many of the species used in aquaculture. With the potential for
sequencing on the horizon, the future is bright for aquaculture genomics. As a mam-
malian geneticist who thoroughly enjoys a day of sport fishing or a seafood platter,
I am delighted with the progress and prospects reported in this book.

James E. Womack, Distinguished Professor
Texas A&M University

College Station, TX
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Preface

The completion of the Human Genome Project inspired the entire world and trig-
gered the start of a genomics revolution. Accompanying this revolution was a com-
plete change in the way science was conducted in the field of life sciences. Without
exception, the waves produced by the genome revolution are now having a tremen-
dous impact on aquaculture genomics and aquaculture genetics in general. As
recently as 10 years ago, there were no large-scale aquaculture genome projects in the
entire world! The first Aquaculture Genome Workshop held in Dartmouth, Massa-
chusetts in the fall of 1997 could be regarded as the official start of aquaculture
genomics. Today it is a reality that the entire genomes of several important aquacul-
ture species are on the verge of being sequenced. This raises new challenges for aqua-
culture geneticists, breeders, and fisheries managers regarding how to best use the
huge amount of genomic information now available, and how to master and apply
continuously changing genome technologies to aquaculture and fisheries.

The purpose of this book is to provide a snapshot of genome technologies from the
perspectives of aquaculture and fisheries scientists, and to provide a textbook suitable
for students majoring in agricultural sciences. I feel that there are several compelling
reasons for producing such a book. First, while it is easy to find genomics books these
days, it is rare to find books providing enough background information of the basic
principles and concepts underpinning genome technologies. My background was in
agriculture, but I have spent most of my recent career on basic genome research. My
own experience plus that gained through teaching a graduate course on agricultural
genomics suggested that in order to effectively grasp the key issues of genomics, an
understanding of genome technologies is essential. Such an understanding can be
gained much more effectively if the basic principles behind these technologies are
clearly explained, because many students may have not systematically taken courses
in molecular biology, genetics, biochemistry, bioinformatics, etc. Second, most
genomics books take a pure genomics approach using classical model species
examples without consideration of potential applications of genome technologies in
practical settings. There is a great gap to be bridged in the understanding of how basic
genomics is to be used beyond the area of human health. This book provides a thor-
ough overview of genome technologies and their applications in aquaculture and fish-
eries. Third, aquaculture and fisheries species have unique biological characteristics
that demand modification or adaptation of existing genome technologies. Although
no chapters of this book describe novel genome technologies that have originated
from or are unique to aquaculture or fisheries species, almost every chapter deals with
how genome technologies can be used for aquaculture and fisheries, or for agricul-
tural sciences in general.

This book contains 29 chapters written by well-known scientists from all over the
world. Their enriched experience in both genomics and aquaculture and fisheries
allowed them to provide discussions of genome technologies with unique angles
that will prove to be most helpful for academic professionals, research scientists, and
graduate and college students in agriculture, as well as for students of aquaculture
and fisheries. In spite of its focus on aquaculture and fisheries, this book should be
suitable as well for students in animal sciences, poultry science, agronomy, horticulture,

xi



entomology, and plant pathology. I completely share the sentiments of one contribu-
tor, Dr. Eric Hallerman from Virginia Tech, as he wrote in one of his e-mails to me:
“This chapter ended up being more demanding, but more rewarding to produce than
I had anticipated. I ended up learning a lot, which is in part why I agreed to do the
work. (Yes, teaching students was the major motivator).” Teaching students more
effectively was similarly my major motivation and passion through the long process of
assembling this book.

This book is divided into five parts. In Part 1, Marking Genomes, concepts, prin-
ciples, and applications of various DNA marker technologies are presented. In Part 2,
Mapping Genomes, various genome-mapping techniques are presented including
genetic linkage mapping, QTL mapping, physical mapping, radiation hybrid mapping,
and comparative mapping. In addition, the principles and applications of marker-
assisted selection are presented. Topics in Part 3, Analysis of Genome Expression and
Function, include EST analysis, microarrays, environmental genomics, and functional
genomics. Part 4 should have been entitled Sequencing the Aquaculture Genomes,
but because no genomes of aquaculture species have been sequenced, it is entitled
Preparing for Genome Sequencing. This part discusses existing sequencing technolo-
gies that brought us to where we are, and the emerging sequencing technologies that
will lead us into the future. Nonetheless, strategies for sequencing the genomes of
aquaculture species are also discussed in this part. In the last part, Part 5, Dealing with
the Daunting Genomes of Aquaculture Species, the unique biology and characteris-
tics of aquaculture genomes are illustrated through a few examples such as the dupli-
cated fish genomes, complexities involved in functional studies of paralogous genes,
the enormously high fecundity and segregation distortion of oysters, and extremely
high polymorphism in oysters as well as other bivalve species. Not only are such
unique features presented in relation to genome technologies, but potential solutions
are also provided, supplying researchers with potential shortcuts to avoid having to
struggle through these problems again.

I would like to thank all of the chapter contributors who are truly experts in aqua-
culture genomics. Their willingness to share their knowledge and expertise made this
book possible. I am honored to have one of the most prestigious genome scientists in
the world working in the area of livestock genomics, Dr. James Womack, a member of
the National Academy of Sciences USA from Texas A&M University, to write the
Foreword for this book. I am grateful to my students Eric Peatman, Peng Xu, Shaolin
Wang, and Jason Abernathy, and my colleague Dr. Huseyin Kucuktas who helped in
proofreading some of the chapters. I have had a year of pleasant experience interact-
ing with Erica Judisch, Editorial Assistant for Blackwell Publishing Professional, and
Justin Jeffryes, Commissioning Editor for Plant Science, Agriculture, and Aquacul-
ture with Blackwell Publishing Professional. Finally, I must thank the two most
important women in my life, my mother Youzhen Wang and my wife Dongya Gao; the
former inspires me to succeed, while the latter makes sure I do succeed.

Zhanjiang (John) Liu

xii Preface



Jonas S. Almeida
Department of Biostatistics and 
Applied Mathematics
University of Texas
MD Anderson Cancer Center, Unit 447
1515 Holcombe Boulevard
Houston, TX 77030 USA

Louis Bernatchez
Réseau Aquaculture Québec (RAQ)
Pavillon C-H Marchand
Université Laval
Québec, QC
Canada G1K 7P4

Robert W. Chapman
Marine Resources Research Institute
South Carolina Department of 
Natural Resources
Charleston, SC 29412 USA

Alan Christoffels
Computational Biology Group
Temasek Life Sciences Laboratory
1 Research Link
National University of Singapore
Singapore

Karl J. Clark
Department of Animal Sciences
University of Minnesota
St. Paul, MN 55108 USA

Avner Cnaani
Hubbard Center for Genome Studies
University of New Hampshire
Suite 400, Gregg Hall 
35 Colovos Road
Durham, NH 03824 USA

Glenn A. Cooper
Centre for Biomedical Research
University of Victoria

Victoria, British Columbia
Canada V8W 3N5

Jason P. Curole
Department of Biological Sciences
University of Southern California
3616 Trousdale Parkway, AHF 107
Los Angeles, CA 90089-0371 USA

Roy G. Danzmann
Department of Integrative Biology
University of Guelph
Guelph, Ontario
Canada N1G 2W1

William S. Davidson
Department of Molecular Biology 
and Biochemistry
Simon Fraser University
8888 University Drive
Burnaby, British Columbia
Canada V5A 1S6

Chunguang Du
Department of Biology and 
Molecular Biology
Montclair State University
Montclair, NJ 07043 USA

Pierre Duchesne
Réseau Aquaculture Québec (RAQ)
Pavillon C-H Marchand
Université Laval
Québec, QC
Canada G1K 7P4

Karim Gharbi
Division of Environmental and
Evolutionary Biology Institute of
Biomedical and Life Sciences
University of Glasgow
Glasgow, Scotland UK G12 8QQ

List of Contributors

xiii



Paul J. Grobler
Faculty of Natural and 
Agricultural Sciences
University of the Free State
P.O. Box 339, Bloemfontein 9300
South Africa

Ximing Guo
Haskin Shellfish Research Laboratory
Institute of Marine and Coastal Studies
Rutgers University
6959 Miller Avenue
Port Norris, NJ 08349 USA

Perry B. Hackett
Department of Genetics, Cell Biology
and Development
Arnold and Mabel Beckman Center for
Transposon Research
6-106 Jackson Hall
University of Minnesota
Minneapolis, MN 55455 USA

Eric M. Hallerman
Department of Fisheries and 
Wildlife Sciences
Virginia Polytechnic Institute and State
University Blacksburg, VA 20461-0321
USA

Limei He
Department of Soil and Crop Sciences
Texas A&M University
College Station, TX 77843 USA

Dennis Hedgecock
Department of Biological Sciences
University of Southern California
3616 Trousdale Pkwy, AHF 107
Los Angeles, CA 90089-0371 USA

Jess W. Jones
U.S. Fish and Wildlife Service
Blacksburg, VA 24061-0321 USA

Thomas D. Kocher
Hubbard Center for Genome Studies
University of New Hampshire
Suite 400, Gregg Hall
35 Colovos Road
Durham, NH 03824 USA

Ben F. Koop
Centre for Biomedical Research
University of Victoria
Victoria, British Columbia
Canada V8W 3N5

Abraham Korol
Institute for Evolution
Haifa University
Haifa, Israel 31905

Huseyin Kucuktas
Department of Fisheries and 
Allied Aquacultures
Auburn University
Auburn, AL 36849 USA

Bo-Young Lee
Hubbard Center for Genome Studies
University of New Hampshire
Suite 400, Gregg Hall
35 Colovos Road
Durham, NH 03824 USA

Yaning Li
Department of Plant Pathology
Agricultural University of Hebei
Biological Control Center of Plant 
Disease and Plant Pests of Hebei
Province
Baoding, China 071001

Lei Liu
W.M. Keck Center for Comparative 
and Functional Genomics 
University of Illinois at 

Urbana-Champaign
330 Edward R. Madigan Laboratory
1201 W. Gregory Dr.
Urbana, IL 61801 USA

xiv List of Contributors



Zhanjiang Liu
Department of Fisheries and 
Allied Aquacultures
Auburn University
Auburn, AL 36849 USA

Eric Peatman
Department of Fisheries and 
Allied Aquacultures
Auburn University
Auburn, AL 36849 USA

Caird E. Rexroad III
USDA/ARS National Center for Cool
and Cold Water Aquaculture
11861 Leetown Road
Kearneysville, WV 25430 USA

Matthew L. Rise
The Ocean Sciences Centre
Memorial University of Newfoundland,
1 Marine Lab Road
St. John’s, NL
Canada A1C 5S7

Max F. Rothschild
Department of Animal Science and the
Center for Integrated Animal Genomics
2255 Kildee Hall
Iowa State University
Ames, IA 50011 USA

Anatoly Ruvinsky
The Institute for Genetics and
Bioinformatics
University of New England
Armidale, Australia NSW 2351

Chantel Scheuring
Department of Soil and 
Crop Sciences
Texas A&M University
College Station, TX 77843 USA

Andrey Shirak
Agricultural Research Organization
Institute of Animal Science
Bet Dagan, Israel 50250

Kristian R. von Schalburg
Centre for Biomedical Research
University of Victoria
Victoria, British Columbia
Canada V8W 3N5

Shaolin Wang
Department of Fisheries and 
Allied Aquacultures
Auburn University
Auburn, AL 36849 USA

Yongping Wang
Haskin Shellfish Research Laboratory
Institute of Marine and Coastal Studies
Rutgers University
6959 Miller Avenue
Port Norris, NJ 08349 USA

Gregory W. Warr
Department of Biochemistry and
Molecular Biology
Marine Biomedicine and Environmen-
tal Sciences Center
Hollings Marine Laboratory
Medical University of South Carolina
Charleston, SC 29412 USA

Peng Xu
Department of Fisheries and 
Allied Aquacultures
Auburn University
Auburn, AL 36849 USA

Zhe Xu
Haskin Shellfish Research Laboratory
Institute of Marine and 
Coastal Studies
Rutgers University
6959 Miller Avenue
Port Norris, NJ 08349 USA

Hong-Bin Zhang
Department of Soil and Crop Sciences
Texas A&M University
College Station, TX 77843 USA

List of Contributors xv



Aquaculture Genome Technologies



Chapter 1
Concept of Genomes and Genomics

Zhanjiang Liu

When searching for the basic concept of genomics, one may find numerous definitions
such as:

• The study of genes and their functions
• The study of the genome
• The molecular characterization of all the genes in a species
• The comprehensive study of the genetic information of a cell or organism
• The study of the structure and function of large numbers of genes simultaneously
• etc., etc.

In order to have a good concept of genomics, let us first explore the concept of
genome, and its relationship to genome expression and genome functions.

The Concept of Genome and Genomics

The term genome is used to refer to the complete genetic material of an organism.
Strictly speaking, the genetic material of an organism includes the nuclear and mito-
chondrial genomes for plants and animals, and also chloroplast genomes for plants.
Since the mitochondrial and chloroplast genomes are small and contain only a limited
number of genes, the focus of genome research is on the nuclear genome. Hence,
I will limit this chapter largely to the nuclear genome.

Let us define genomics in its narrowest sense using the genetic central dogma
(Figure 1.1) where in most cases, deoxyribonucleic acid (DNA) is transcribed into
ribonucleic acid (RNA), and RNA is translated into proteins. Although genetic infor-
mation is stored in DNA, it cannot be realized without being transcribed into the inter-
mediate molecules RNA, which with a few exceptions, must be translated into proteins
in order to have biological functions. Thus, the entire DNA content of an organism is
called the genome; the entire RNA world of an organism is called its transcriptome, and
the entire protein content of the organism is called its proteome. The science of study-
ing the genome is called genomics; the science of studying the transcriptome is called
transcriptomics; and the science of studying the proteome is called proteomics. In spite
of such divisions, the term genomics often is used to cover not only this narrow sense of
genomics, but also transcriptomics, and in some cases proteomics as well.

Genomics can be divided into structural genomics, which studies the structures,
organization, and evolution of genomes, and functional genomics, which studies
expression and functions of the genomes. Since genome functions are reflected in the
transcripts and proteins that the transcripts encode, genomics must also study the
transcriptome and the proteome.

1
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It must be pointed out that while the genome is relatively stable in an organism in
most cell types with the exception of gene rearrangements in immune-related cell types,
the transcriptome is highly dynamic. The types of transcripts and their relative levels of
expression are highly regulated by tissue specificity, developmental stage, physiological
state, and the environment. For instance, if an organism has 25,000 genes, not all genes
are expressed in every type of cell. Those genes required for the basic cell structure and
functions are probably expressed in all tissues, organs, and cell types; whereas each cell
type expresses a subset of the genes specific for that cell type. Many genes are expressed
throughout development, but certain genes are expressed only at a specific develop-
mental stage. Physiological state can affect gene expression in a fundamental and dra-
matic way. For instance, gonadotropin genes are expressed only in the pituitary and
gonad, and expressed highly during spawning seasons of the reproductive cycle in fish.
The environment can insert its effect on gene expression in multiple dimensions. Tem-
perature, pH, water quality, stress, dissolved oxygen, and many other environmental
factors can induce or suppress expression of a large number of genes.

In addition to the dynamic nature of the transcriptome, variation of the transcrip-
tome can also be brought about by production of alternative transcripts by the same
set of genes. It is now widely believed that the complexity of the transcriptome is
much larger than the genome because of alternative transcripts. The largest propor-
tion of alternative transcripts is produced by alternative splicing where a single gene is
transcribed into heterogeneous nuclear mRNA (hnRNA); through splicing, more
than one mRNA molecule is produced, leading to the phenomenon that introns of
one transcript may be exons of another. The second mechanism for the generation of
alternative transcripts is through the use of alternative promoters. In a single gene,
more than one promoter can be functional leading to the generation of different, but
related transcripts. In addition, use of differential polyadenylation sites can also lead
to the generation of alternative transcripts. Therefore, it is widely believed that the
information stored in the genome is amplified and diversified at the transcriptome
level. The genetic information is further amplified and diversified at the protein level.
Though each transcript may only encode one protein, the primary protein may be dif-
ferentially processed to produce more than one active polypeptide; posttranslational
glycosylation, acetylation, phosphorylation, and other modifications can result in a
much larger complexity leading to drastically different biological functions. Even
highly related gene products may encode proteins leading to absolutely opposite bio-
logical functions. For instance, an interleukin-1 Type II receptor is a decoy target for
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Figure 1.1. The concept of genome and genomics in relation to the genetic central dogma.
The entire DNA content of an organism (the genome) is transcribed into RNA (the entire
RNA content of the organism is called the transcriptome), and the RNA is translated into pro-
teins (the proteome). Genomics, transcriptomics, and proteomics are sciences that study the
genome, transcriptome, and proteome, respectively.



IL-1, whose binding to interleukin 1 intercepts the function of interleukin 1. There-
fore, the genetic central dogma is correct in terms of the basic flow of genetic infor-
mation, and the capacities of the primary functions of transcription and translation,
while much larger complexities result from amplification and diversification of the
same set of genetic material, lead to the generation of biologically different mole-
cules. Such differences in biological molecules, when considered for the various com-
binations of many genes, can result in numerous biological outcomes.

As a new branch of science, genomics has its own defined scope of study, its own box
of tool kits, and its own unique set of approaches. It is different from traditional molec-
ular genetics which looks at single genes, one or a few genes at a time. Genomics is try-
ing to look at all of the genes as a dynamic system, over time, to determine how they
interact and influence biological pathways, networks, physiology, and systems in a
global sense. Genome technologies, the focus of this book, have been developed to cope
with the global scope of tens of thousands of genes as a snapshot. Much like dealing with
a globe, landmarks (or as we have called them molecular markers) are needed to mark
the position within the huge genome. Genetic and physical maps have been developed
to understand the structure and organization of genomes, and to understand genomic
environs and genome evolution in relation to genome expression and function. Specific
approaches have been developed to cope with the large number of genes, regardless if
it is for gene discovery, cloning and characterization, or for analysis of gene expression.
Thus large-scale analysis of expressed sequence tags using highly normalized comple-
mentary DNA (cDNA) libraries allows rapid gene discovery and cloning in the scale of
tens of thousand of genes. Such operations have also been supported by other genome
technologies such as powerful automated sequencing to allow gene discovery and iden-
tification in a streamlined industrial fashion. Expression of genes is determined in an
entire genome scale, or sometimes referred to as genome expression, to relate complex
regulation of genes to their functions in terms of systems biology. Expression of tens of
thousands of genes can be monitored simultaneously and continuously, allowing their
interactions and networking to be detected. Signal transduction is no longer “behind
the scene” molecular events, but can be observed with clustering of co-regulated gene
expression under specific development, physiology, or environmental conditions. Genes
and their functions are studied much in terms of their sociology, networking, and inter-
actions, rather than looking at one or a few genes at a time, as conducted by traditional
molecular biology. Such operations demand the development of very powerful gene
expression analysis such as microarray technologies. Such technological advances allow
the generation of tremendously large data sets that have been beyond the comprehen-
sion capacities of biologists. Assistance is needed from all areas of biology, and more so
from disciplines outside biology that can handle large amounts of information. Com-
puter sciences and mathematics are among the first disciplines genomics has demanded
cooperation from. While handling large data sets from the genome, genome expression,
and genome function, much confusion has emerged regarding whether the observed
phenomenon is real or if it is just a fluctuation of the systems biology. As such, statisti-
cians are also called upon to join computer scientists, mathematicians, and the biolo-
gists. Because these scientists speak different languages (e.g., English for one group,
French for the second, Chinese for the next, and so on), understanding all of the lan-
guages and being able to function among these different disciplines is becoming the
goal of a large group of scientists who define themselves as bioinformaticians working in
the new area of bioinformatics. It is clear that genomics cannot be a science without

Concept of Genomes and Genomics 3



bioinformatics. Clearly, the definition of genomics is becoming more complex with this
discussion. Now, you can certainly come up with your own definitions.

The excitement and success of genomics has brought the emergence of numerous
‘–omics’ sciences (http://genomicglossaries.com/content/genomics_glossary.asp). Sub-
branches of genomics are emerging in large numbers. The following list includes some
of those subbranches:

4 Aquaculture Genome Technologies

• agricultural genomics
• applied genomics
• behavior genomics
• biochemical genomics
• chemogenomics
• clinical genomics
• combinatorial genomics
• comparative genomics
• computational genomics
• deductive genomics
• ecotoxicogenomics
• environmental genomics
• evolutionary genomics
• forward genomics
• functional genomics
• immunogenomics
• industrial genomics

• intergenomics
• inverse genomics
• lateral genomics
• nanogenomics
• network genomics
• oncogenomics
• pharmacogenomics
• phylogenomics
• physiological genomics
• population genomics
• predictive genomics
• reverse genomics
• structural genomics
• toxicogenomics
• translational genomics
• and so on

Cells, Nucleus, Chromosomes, Genomes, and Genomic DNA

Genomes can exist in various forms. A genome can be either RNA or DNA, single-
stranded or double-stranded. For example, the human immunodeficiency virus (HIV) is
a retrovirus whose genome contains a single-stranded RNA molecule. However, such
unusual genomes are mostly found within viruses and bacteriophages. In prokaryotes
such as bacteria, by definition they do not have a nucleus; the genomes are made
up with double-stranded DNA in either circular or linear forms. For instance, the
Escherichia coli genome is made of a single circular DNA molecule, whereas
the genome of Borrelia burgdorferi is composed of a linear chromosome approximately
one megabase (million base) in size. Eukaryotic genomes contain two or more linear
molecules of double-stranded DNA in the form of chromosomes.

Within each eukaryotic cell, there is a nucleus in which chromosomes are located.
Individual species harbor a fixed number of chromosome pairs (2n) with fixed shapes,
sizes, and centromere location. These chromosome morphologies are commonly
known as the karyotypes. All somatic cells in a diploid organism harbor identical
chromosome pairs that are randomly shared into a single chromosome set during
meiosis to produce eggs and sperms. Upon fertilization of an egg (n) by a sperm (n),
the embryo recovers the diploid state with two sets of chromosomes.

Chromosomes are threadlike structures containing genes and other DNA in the
nucleus of a cell. Different kinds of organisms have different numbers of chromosomes.



Humans have 46 chromosomes—44 autosomes and 2 sex chromosomes. Each parent
contributes one chromosome to each pair, so children get half of their chromosomes
from their mothers and half from their fathers. This is important in sexual reproduction
where the gametes (i.e., sperms and eggs) are haploid cells, and upon fertilization of an
egg by a sperm, the embryo recovers the diploid state. The number of chromosomes is
usually constant for each organism, but may vary greatly from species to species. For
instance, the fruit fly Drosophila melanogaster has four chromosomes whereas
Ophioglossum reticulatum, a species of fern, has the largest number of chromosomes
with more than 1,260 (630 pairs). The minimum number of chromosomes found in a
species occurs in a species of ant, Myrmecia pilosula, in which females have one pair of
chromosomes and males have just a single chromosome. This species reproduces
through a process called haplodiploidy, in which fertilized eggs (diploid) become
females, while unfertilized eggs (haploid) develop into males.

Each chromosome is a portion of the genome and all the chromosomes compose the
entire genome. Although all chromosomes maintain their own integrity, they each can
be viewed as a segment of the genome. The total length of genomic DNA thus is equal
to the sum of all chromosomal DNA. In their natural existence, the physical pieces of
DNA in each cell are equal to the number of chromosomes. It must be emphasized that
such entire chromosomal DNA is essentially impossible to obtain for routine molecular
analysis. Chromosomal DNA is randomly broken during genomic DNA extraction even
under the most sophisticated preparation by the most skilled researchers. Most often,
millions of cells are used in a single DNA extraction. Therefore, genomic DNA used
in molecular analysis represents multiple copies of the genome with multiple overlapp-
ing segments, simply because the breakage points are random and different in each
cell genome.

Genome Sizes

Genome sizes of organisms vary greatly, spanning a range of almost 100,000 fold. The
bacterial genomes are commonly at the range of a million base pairs (Mbp), while the
largest animal genome reported to date is 133 picograms (pg) (or about 1.3 � 1011

base pairs; 1 pg DNA = 1 � 10�12 g = 978 Mbps) for a species of lungfish, Protopterus
aethiopicus, which is some 40 times larger than the human genome, followed by a
number of amphibians, Necturus lewisi and N. punctatus at 120 pg, Necturus maculosus
and Amphiuma means and the lungfish Lepidosiren paradoxa, all at roughly 80 pg.
In general, the genome size is correlated with biological complexities, but many
exceptions exist. For instance, some plant species and amphibians can have very large
genomes, dozens of times larger than the human genome.

The largest teleost genome size is 4.4 pg in the masked Corydoras metae, and the
smallest teleost genome size is approximately 0.4 pg in several puffer fish of the family
Tetraodontidae. Fish as a whole have the largest ranges for genome sizes.

Crustaceans also have a wide range of genome sizes from 0.16 pg to 38 pg with an
average of 3.15 pg. The smallest crustacean genome size (0.16 pg) is in a water flea,
Scapholeberis kingii, and the largest crustacean genome size (38 pg) is in Hymenodora
sp., a deep-sea shrimp. The most important crustacean species for aquaculture involves
several major species of the shrimps. Their genome sizes are approximately 2.5 pg.
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The molluscan genome sizes are more uniform ranging from the smallest mollus-
can genome size of 0.4 pg in the owl limpet Lottia gigantean, to the largest molluscan
genome size of 5.9 pg in the Antarctic whelk Neobuccinum eatoni. Many aquacultured
shellfish belong to the molluscans. The most important of these species in aquacul-
ture include the oysters, such as the Pacific oyster (genome size 0.91 pg), the eastern
oyster (genome size 0.69 pg), and the scallops (genome size between 0.95 to 2.1 pg).

The size of the genome of an organism is a constant. However, the ploidy of organ-
isms varies. For instance, channel catfish are believed to be a diploid organism,
whereas most salmonid fish used in aquaculture are believed to be tetraploid. In culti-
vated wheat plants, various ploidies exist including diploid, tetraploid, and hexaploid.
In order to standardize the genome size so that they can be compared, genome sizes
are presented in C-values, which is the haploid genome size in picograms.

Several excellent databases exist for genome sizes. The Animal Genome Database
(http://genomesize.com/) is a comprehensive catalogue of animal genome size data.
It includes haploid genome sizes for more than 4,000 species including approximately
2,750 vertebrates and 1,315 invertebrates compiled from 5,400 records from more than
425 published sources (Gregory 2005; Animal Genome Size Database, http://www.
genomesize.com/). The Database Of Genome Sizes (DOGS) (http://www.cbs.dtu.dk/
databases/DOGS/) is also a very useful database that includes a number of links to
genome size and genome research resources such as the following:

• the Plant DNA C-Value Database (http://www.rbgkew.org.uk/cval/)
• the Genome Atlases for Sequenced Genomes (http://www.cbs.dtu.dk/services/

GenomeAtlas/)
• the DBA mammalian genome size database (http://www.unipv.it/webbio/dbagsdb.

htm)
• several other useful databases and resources.

Knowledge of genome size is not only important for genome studies in relation to
genome structure, organization, and evolution, but also for a number of practical rea-
sons such as genome mapping, physical mapping, and genome sequencing. As listed
in Table 1.1, the primary methods for the determination of genome sizes are Feulgen
densitometry (Hardie et al. 2002), flow cytometry, and Feulgen image analysis densit-
ometry (Lamatsch et al. 2000). These three methods account for over 81% of all
methods used for the estimation of genome sizes (Table 1.1). Readers with an interest
in methodologies for the determination of genome size are referred to the literature
list of the Animal Genome Size Database (http://www.genomesize.com/).

Number of Genes

The number of genes in a given organism is fixed, but discovering it is a daunting task.
For the best characterized human genome, the number of genes now is believed to
be approximately 25,000. In the 1980s, the number of human genes was believed to
be 100,000 to 125,000. In the early 1990s, the human genome was believed to include
80,000 genes. Although the final completion of the Human Genome Project was
celebrated in April 2003 and sequencing of the human chromosomes is essentially
“finished,” the exact number of genes encoded by the genome is still unknown. In
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2000 when the human genome project was originally declared as being completed, the
human genome was believed to contain 35,000 to 40,000 genes. Now in 2006, the
total number of human genes is believed to be around 25,000. Clearly, many of
the “gene-like” reading frames were proved not to be genes.

It could still take years before a truly reliable gene count can be assessed. The
uncertainty is derived from different methods used for the assessment of genes. Some
prediction programs detect genes by looking for distinct patterns that define where a
gene begins and ends. Other programs look for genes by comparing segments of
sequence with those of known genes and proteins. The first tends to overestimate,
while the second tends to underestimate, the gene count. No matter which programs
are used, the bottom line is that evidence to support a gene model has to come from
expression information. In spite of some 7 million Expressed Sequence Tags (EST)
obtained from humans, they cannot support all of the gene models yet because many
gene products have not been found. Although the ballpark range of the number of
human genes should not change dramatically, finer tuning for the total number of
genes is still expected.

The number of genes an organism has is correlated with the biological complexity
of the organism. With this belief, the number of human genes came as a shock to
many scientists because even the E. coli has 4,377 genes with 4,290 protein encoding
genes. Saying that we are only six times more complex than a bacteria is truly a humil-
iation to many, but it is probably worse to say that the human gene count is only one-
third greater than that of the simple roundworm C. elegans which has about 20,000
genes (Claverie 2001). Nonetheless, the unique number of gene products (proteins) is
likely correlated with biological complexities, though the absolute number of genes
may vary depending on the level of gene duplications. With such assumptions, it is
reasonable to believe that many fish genomes will have a similar number of unique
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Table 1.1. Methods and their frequencies used for the determination of genome sizes. The
table was adapted from the Animal Genome Size Database (http://www.genomesize.com/).

Percentage of methods 
Number of used for genome size 

Methods Abbreviation genomes determination

Feulgen Densitometry (FD) 2,480 45.93%
Flow Cytometry (FCM) 1,075 19.91%
Feulgen Image Analysis (FIA) 839 15.54%

Densitometry
Bulk Fluorometric Assay (BFA) 471 8.72%
Static Cell Fluorometry (SCF) 303 5.61%
Biochemical Analysis (BCA) 142 2.63%
Not Specified (NS) 63 1.17%
Ultraviolet Microscopy (UVM) 13 0.24%
Gallocyanin Chrom Alum (GCD) 11 0.20%

Densitometry
Complete Genome Sequencing (CS) 2 0.04%
Methyl Green Densitometry (MGD) 1 0.02%



genes as the human genome, but their total number of genes could even be slightly
larger, considering high levels of gene duplications in teleosts.

A basic understanding of the genome, genome size, the number of chromosomes,
and the number of genes is important before the start of a genome project. Not only
the efforts required to characterize the genome are affected by the genome size and
complexity, but also proper methodologies should be taken according to the circum-
stances as well.
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Chapter 2
Restriction Fragment Length 
Polymorphism (RFLP)

Zhanjiang Liu

Restriction fragment length polymorphism (RFLP) markers (Botstein et al. 1980)
were regarded as the first shot in the genome revolution (Dodgson et al. 1997), mark-
ing the start of an entirely different era in the biological sciences. RFLP was the most
popular approach for analysis of genetic variation during the entire 1980s. As indi-
cated by its name, RFLP is based on deoxyribonucleic acid (DNA) fragment length
differences after digesting genomic DNA with one or more restriction enzymes. Most
typically, genomic DNA is digested by one or more restriction enzymes and separated
on an agarose gel. To adapt to further handling, the DNA in the gel must be trans-
ferred to a solid support such as nitrocellulose or nylon membranes. The specific
DNA locus with a potential fragment length difference is characterized by hybridiza-
tion to a probe, a radioactively labeled DNA or ribonucleic acid (RNA) molecule with
sequence similarities to the locus of interest. After hybridization, the nonspecific
probes must be washed away leaving only hybridized probes to the specific locus. The
membrane is then exposed to a piece of X-ray film for autoradiography to visualize
the DNA bands. In spite of its popularity, RFLP is able to detect only large shifts in
DNA fragment sizes. Therefore, it can detect only insertions and deletions of large
sizes, and the gain or loss of restriction sites. It is unable to detect the vast majority of
point mutations and deletions or insertions involving small-sized segments because of
its low resolution using agarose gel electrophoresis. As a result, polymorphic rates are
low at most loci. The efforts involved in RFLP marker development have been enor-
mous. RFLP attempts to detect genetic variation one locus at a time. The low poly-
morphic rates, when coupled with expensive and laborious processes, have made
application of RFLP limited. It should be particularly noted that RFLP requires pre-
vious genetic information, such as the availability of probes or sequence information;
information often not available for many fish or other aquaculture species.

In this chapter, technology advances leading to the development of RFLP, the prin-
ciples and molecular basis of RFLP, inheritance of RFLP, power of RFLP, strengths
and weaknesses of RFLP, and applications of RFLP for aquaculture genomics
research will be summerized.

Technology Advances Leading to the Development of RFLP

Two specific technological advances—the discovery and application of restriction
enzymes and the development of DNA hybridization—set the foundation for RFLP.
To comprehend and appreciate the principles of RFLP, it is necessary to have a good
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understanding of restriction enzymes and their applications, as well as that of DNA
hybridizations.

Restriction enzymes are also called restriction endonucleases, proteins produced
by bacteria that cleave DNA at specific sites along the molecule. In the bacterial cell,
restriction enzymes cleave foreign DNA, thus eliminating infecting organisms.
Restriction enzymes can be isolated from bacterial cells and used in the laboratory to
manipulate fragments of DNA. They are indispensable tools of recombinant DNA
technology or genetic engineering, as well as genomics.

It is generally believed that the biological function of restriction enzymes is to pro-
tect cells from foreign DNA. A bacterium uses a restriction enzyme to defend against
bacterial viruses called bacteriophages, or phages. When a phage infects a bacterium,
it inserts its DNA into the bacterial cell so that it might be replicated. The restriction
enzyme prevents replication of the phage DNA by cutting it into many pieces. Restric-
tion enzymes were named for their ability to restrict, or limit, the number of strains of
bacteriophage that can infect a bacterium. An obvious question that often arises is
why the restriction enzymes do not digest bacterial DNA. The answer is that the bac-
teria also harbor a set of defense weaponry containing so-called restriction enzyme
modification systems. Usually, organisms that make restriction enzymes also make a
companion modification enzyme (DNA methyltransferase) that protects their own
DNA from cleavage. These enzymes recognize the same DNA sequence as the
restriction enzyme they accompany, but instead of cleaving the sequence, they dis-
guise it by methylating one of the bases in each DNA strand.

To date, more than 10,000 bacteria species have been screened for the existence of
restriction enzymes; more than 2,500 restriction enzymes have been found with more
than 250 distinct specificities. Occasionally enzymes with novel DNA sequence speci-
ficities are still found, but most now prove to be duplicates (isoschizomers) of already
discovered specificities.

There are three classes of restriction enzymes, designated Type I, II, and III
(Table 2.1). Type I and III enzymes are similar in that both restriction and methy-
lase activities are carried out by one large enzyme complex, in contrast to the Type II
system, in which the restriction enzyme is independent of its methylase. Type II
restriction enzymes also differ from the other types in that they cleave DNA at spe-
cific sites within the recognition site; the others cleave DNA randomly, sometimes
hundreds of bases from the recognition sequence. Type II restriction enzymes are
endonucleases that cut DNA at specific sites, and are most useful for molecular biol-
ogy research.
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Table 2.1. Classification of restriction enzymes and their characteristics.

Type I Type II (93%) Type III

Restriction-methylase Homo-dimers, methylase Restriction-methylase 
on the same subunit on a separate subunit on the same subunit

ATP-dependent Mg++ dependent ATP-dependent

Binds to DNA recognition Recognize symmetric DNA Cut the DNA at the 
site and cuts DNA sequences and cleave within recognition site and then 
randomly—any DNA as the sequences dissociate from the DNA
long as it comes in contact



Each restriction enzyme recognizes a short, specific sequence of nucleotide bases.
These regions are called recognition sequences and are randomly distributed
throughout the DNA. Different bacterial species make restriction enzymes that rec-
ognize different nucleotide sequences. Generally speaking, Type II restriction
enzymes recognition sites are palindromes. A palindrome read from both sides yields
the same sequence of characters (e.g., 121, IFFI, ABA). However, for a DNA
sequence, a palindrome refers to reading the sequence from both strands from 5�-3�.
For instance, the EcoR1 site is 5�-GAATTC-3�; and its complementary strand should
also read 5�-GAATTC-3�. Thus, most 4–8 base pair palindromes are likely restriction
sites. There are numerous commercial suppliers of restriction enzymes, such as New
England Biolabs, Amersham Pharmacia Biotech, Qiagen, Promega, Invitrogen, and
Stratagene, to name a few.

Restriction enzymes are named by using the first letter of the genus name and the
first two letters of the species name from which they were isolated. Often, additional
letters are used to designate the strains from which they were derived, or the chrono-
logical order in which the enzyme was isolated from the species. For example, the
enzyme EcoRI is produced by Escherichia coli strain RY13; Pst I was isolated from
Providencia stuartii; Hind III was isolated from Haemophilus influenza, and Not I was
isolated from Norcardia otitidis-caviarum.

The odds or frequency of restriction enzymes digesting DNA depends on their
recognition sequences. The shorter the recognition sequences, the higher the cutting
frequency. Restriction enzymes have recognition sequences of 4, 6, or 8 base pairs.
Examples of 4-base pair (bp) cutters are Taq 1, Hpa II, Msp I; examples of 6-bp cutters
are EcoR1, Hind III, Bam H1, Pst I, Sal I; and examples of 8-bp cutters are Not I and
Sfi I. To date, many 4-bp cutters and 6-bp cutters are available, but the number of 8-bp
cutters is limited. In addition to these 4-, 6-, and 8-bp cutters, some restriction
enzymes have interrupted or ambiguous recognition sequences. For instance, Acc I
has a recognition sequence of GT(at/gc)AC; Bgl I has a recognition sequence of GCC-
NNNNNGGC; and Afl III has a recognition sequence of ACPuPyGT. Restriction
enzymes with 4-bp recognition sequences digest DNA at a frequency of one per 44 =
256 bp; restriction enzymes with 6-bp recognition sequences digest DNA at a fre-
quency of one per 46 = 4,096 bp; restriction enzymes with 8-bp recognition sequences
digest DNA at a frequency of one per 48 = 65,536 bp. When genomic DNA is digested
with 4-, 6-, or 8-bp cutters, a smear should result except that the average size of the
8-bp cutter is the largest centered at approximately 65 kb; the average of the 4-bp
cutter is the smallest centered at approximately 256 bp.

Three types of ends can be produced by Type II restriction enzymes including
3�-overhang (protruding), 5�-overhang, and blunt-ended molecules. These are impor-
tant for the selection of restriction enzymes for cloning, filling-in labeling, or other
operations. Proper planning should be made for the most efficient use of restriction
endonucleases. In addition, some restriction enzymes do not digest DNA efficiently
when the recognition sites are located close to the end of DNA. This is particularly
important when incorporating restriction sites into PCR primers for cloning. For more
information concerning this, readers are referred to an excellent list from New England
Biolabs (http://www.neb.com/nebecomm/default.asp). With more than 250 commer-
cially available and more than 2,000 total, considerations have to be made based on
cutting frequency, what types of end they produce, ease of use, and economic consider-
ations. Sources with patent rights and cloned products can be much cheaper than other
sources.
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In the early 1970s, the discovery of restriction enzymes offered biologists a great
tool to cleave huge DNA into smaller pieces for analysis. At the same time, another
line of technological advances, the establishment of principles of molecular hybridiza-
tion using molecular probes, set the foundation for RFLP. The revolution brought
about by molecular biology depended heavily on nucleic acid hybridization proce-
dures. These techniques are used extensively in the research laboratory for detecting
specific nucleotide sequences in DNA and RNA and are increasingly being applied in
medicine for diagnosing diseases. All of the hybridization techniques started with a
simple hybridization technique called Southern blot (Southern 1975). A Southern blot
is a method in molecular biology of enhancing the result of an agarose gel elec-
trophoresis by marking specific DNA sequences. The method is named after its inven-
tor, the British biologist Edwin Southern. This caused other blot methods to be named
as plays on Southern’s name (for example, western blot, northern blot, southwestern
blot, etc.). All of these blotting techniques require the use of molecular probes.

A probe refers to the agent that is used to detect the presence of a molecule in the
sample. For Southern blot, the probe is a DNA sequence that is used to detect the
presence of a complementary sequence by hybridization with a DNA sample. Probes
are needed to screen for a gene of interest, to determine genomic structure and gene
copy numbers, to analyze gene expression, or to validate allelic amplification in PCR.

Probes can consist of DNA, RNA, or antibodies. For DNA, the probes can be
double-stranded or single-stranded. The probes can be continuously labeled to make
very hot probes or can be end-labeled to trace the segments. Two methods are most
frequently used to make continuously labeled probes: (1) Nick translation and (2)
Random primer labeling (Sambrook et al. 1989). In the nick translation procedure,
double-stranded DNA is nicked with a limited concentration of DNase I. The nicked
ds-DNA is a perfect substrate for DNA polymerase I. DNA polymerase I has two
major activities: 5� to 3� exonuclease activity and 5� to 3� polymerase activity. DNA
polymerase I makes the new strand DNA with labeled dNTP while degrading the old
strand of the DNA. In the random primer labeling procedure, DNA templates are
heat-denatured and annealed to short random primers (hexomers), creating a perfect
template for Klenow polymerase that makes the new strand with labeled dNTP. DNA
synthesis continues until it reaches the next primer.

End-labeled probes can be made by labeling at the 3� by filling-in reactions using a
polymerase or by labeling at the 5� by using polynucleotide kinase (Sambrook et al.
1989). Probes can be labeled in various other ways. For additional reading, readers
are referred to Sambrook and others (1989), or Current Protocols in Molecular Biology
edited by Fred M. Ausubel, Roger Brent, Robert E. Kingston, David D. Moore, J.G.
Seidman, John A. Smith, and Kevin Struhl (2003).

Principles and Molecular Basis of RFLP

The molecular basis of RFLP is summarized in Figure 2.1.
Restriction endonucleases cut DNA wherever their recognition sequences are

encountered so that changes in the DNA sequence due to indels, base substitutions,
or rearrangements involving the restriction sites can result in the gain, loss, or reloca-
tion of a restriction site (Figure 2.1). Digestion of DNA with restriction enzymes
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results in fragments whose number and size can vary among individuals, populations,
and species. As RFLP analysis usually uses agarose gels, only large-size variations can
be resolved. In terms of molecular basis, deletion and insertion between restriction
sites within the locus of interest generates RFLP; base substitutions at restriction sites
within the locus of interest leads to the loss of restriction sites and thus generating
larger restriction fragments. Alternatively, base substitutions may lead to the genera-
tion of new restriction sites. For instance, the first base of AAATTC (not a restriction
site) can mutate to G leading to GAATTC (now a site for EcoR1). In cases of
rearrangements, the rearranged segments must involve the restriction enzyme sites
under consideration to generate RFLP (Figure 2.1).

Two approaches are widely used for RFLP analysis. The first involves the use of
hybridization, and the second involves the use of PCR. Traditionally, fragments were
separated using Southern blot analysis (Southern 1975), in which genomic DNA is
digested, subjected to electrophoresis through an agarose gel, transferred to a mem-
brane, and visualized by hybridization to specific probes. Most recent analysis replaces
the tedious Southern blot analysis with techniques based on the polymerase chain
reaction (PCR). If flanking sequences are known for a locus, the segment containing
the RFLP region is amplified via PCR. If the length polymorphism is caused by a rela-
tively large (�approximately 100 bps depending on the size of the undigested PCR
product) deletion or insertion, gel electrophoresis of the PCR products should reveal
the size difference. However, if the length polymorphism is caused by base substitution
at a restriction site, PCR products must be digested with a restriction enzyme to reveal
the RFLP. With the increasing number of ‘universal’ primers available in the literature,
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Figure 2.1. Molecular basis of RFLP polymorphism.



a researcher can target DNA regions that are either relatively conserved or rapidly
evolving, depending on the amount of variation observed and the taxonomic level
under examination. Also, PCR products can be digested with restriction enzymes and
visualized by simple staining with ethidium bromide due to the increased amount of
DNA produced by the PCR method. If the size shift is small, polyacrylamide gels or
sequencing gels should be considered rather than agarose gels.

Inheritance of RFLP Markers

RFLP markers are inherited in a Mendelian fashion as codominant markers (Figure
2.2). Both alleles are expressed in molecular phenotypes (here, bands on gels). In the
case of an individual heterozygous for two allelic RFLP patterns on alternative chro-
mosomes, the phenotype includes both of the patterns (Figure 2.2). The codominance
mode of inheritance is a strength of RFLP markers. In the mapping population, poly-
morphic RFLP bands segregate in a Mendelian fashion (Figure 2.3).

Differentiating Power of RFLP and Its Strengths and Weaknesses

The potential power of RFLP markers in revealing genetic variation is relatively low
compared to more recently developed markers and techniques such as amplified frag-
ment length polymorphism (AFLP) or microsatellites. Indels and rearrangements of
regions containing restriction sites are perhaps widespread in the genomes of most
species, but the chances of such an event happening within any given locus under
study should be rare. Similarly, in a given genome of 109 base pairs, approximately
250,000 restriction sites should exist for any restriction enzyme with a 6-bp recogni-
tion sequence (that accounts for 1.5 � 106 bp or 0.15% of the entire genome). Base
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Figure 2.2. Codominant mode of inheritance of RFLP markers. In the example, a base substi-
tution within the 8 kb fragment leads to the gaining of a new restriction site. For homozygous
AA, one band of 8 kb should be generated; for homozygous BB, two bands of 3 kb and 5 kb
should be generated; for heterozygous AB, three bands of 8 kb (from allele A), 3 kb and 5 kb
(both from allele B) should be generated.



substitutions within these restriction sites must be widespread as well, but again, the
chances that such base substitutions occur within the locus under study would be rela-
tively small.

The major strength of RFLP markers is that they are codominant markers (i.e.,
both alleles in an individual are observed in the analysis). Because the size difference
is often large, scoring is relatively easy. The major disadvantage of RFLP is the rela-
tively low level of polymorphism. In addition, either sequence information (for PCR
analysis) or probes (for Southern blot analysis) are required, making it difficult and
time-consuming to develop markers in species lacking known molecular information.

Applications of RFLP in Aquaculture Genomics

RFLP markers are one of the most popular markers used in genetic studies. A search of
the PUBMED database using RFLP as a key word led to the generation of 30,000 cita-
tions in early 2006. However, much of the popularity of RFLP markers was during earlier
decades. Its popularity is reduced now due to availability of other more efficient marker
systems. In spite of the popularity of RFLP markers, even in the earlier decades, its appli-
cation in aquaculture genetics research was limited. (For a recent review, see Liu and
Cordes 2004.) In most cases, RFLP markers have been used to differentiate species
(Chow et al. 2006, Klinbunga et al. 2005), strains, or populations (Docker et al. 2003,
Ohara et al. 2003, Zhang et al. 2005, Aranishi 2005, Sellos et al. 2003, Papakostas et al.
2006, Lehoczky et al. 2005, Apte et al. 2003). Of these studies using RFLP markers, many
of them involved the use of mitochondrial DNA or the 16S rDNA (see Chapter 7 as well
as Mamuris et al. 2001, Klinbunga et al. 2001, Lopez-Pinon et al. 2002, de los Angeles
et al. 2005), which are not highly useful for genomic studies. In consideration of the
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Figure 2.3. Segregation of RFLP markers highlighting codominant mode of inheritance. The
first pair of grandparents is both heterozygous (AB and CD) and the second pair of grandpar-
ents is homozygous (BB and CC). When the daughter of the first grandparents (AD) mates the
son from the second grandparents (BC), four types of segregation are possible: AB, AC, BD,
and CD.



availability of several other more efficient marker systems and the relative difficulties
involved in the development of RFLP from nuclear genes, the anticipated use of RFLP
markers and their significance for aquaculture genome research is limited.
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Chapter 3
Randomly Amplified Polymorphic 
DNA (RAPD)

Zhanjiang Liu

Random amplification of polymorphic DNA (RAPD) is a polymerase chain reaction
(PCR)-based multilocus DNA fingerprinting technique. The RAPD procedure was
first developed in 1990 (Welsh and McClelland 1990, Williams et al. 1990) using PCR
to randomly amplify anonymous segments of nuclear DNA with a single short PCR
primer (8–10 base pairs [bp] in length). Because the primers are short and relatively
low annealing temperatures (often 36–40°C) are used, the likelihood of amplifying
multiple products is pretty good, with each product presumably representing a differ-
ent locus. Once different bands are amplified from related species, population, or
individuals, RAPD markers are produced. RAPD markers thus are differentially
amplified bands using a short PCR primer from random genome sites. Because most
of the nuclear genome in vertebrates is noncoding, it is presumed that most of the
amplified loci will be selectively neutral. Genetic variation and divergence within and
between the taxa of interest are assessed by the presence or absence of each product,
which is dictated by changes in the DNA sequence at each locus. RAPD polymor-
phisms can occur due to base substitutions at the primer binding sites or to indels in
the regions between the sites. The potential power for detection of polymorphism is
relatively high; typically, 5–20 bands can be produced using a given primer, and mul-
tiple sets of random primers can be used to scan the entire genome for differential
RAPD bands. Because each band is considered a bi-allelic locus (presence or absence
of an amplified product), polymorphic information content (PIC) values for RAPDs
fall below those for microsatellites and single nucleotide polymorphisms (SNP), and
RAPDs may not be as informative as amplified fragment length polymorphisms
(AFLP) because fewer loci are generated simultaneously. However, because of its rel-
atively high level of polymorphic rates, its simple procedure, and a minimal require-
ment for both equipment and technical skills, RAPD has been widely used in genetic
analysis, including that of aquaculture species.

In this chapter, technology advances leading to the development of RAPD, the
principles and molecular basis of RAPD, inheritance of RAPD markers, the power of
RAPD analysis, strengths and weakness of RAPD, and applications of RAPD in
aquaculture genomics research will be summerized.

Technology Advances Leading to the Development of RAPD

RAPD is a PCR-based fingerprinting technique. The invention of PCR in the mid-
1980s revolutionized the entire life sciences, earning a Nobel Prize in 1993 for
its inventor, Dr. Kary B. Mullis. Understanding how PCR works is fundamentally
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important for appreciation of the principles of RAPD. Hence, I will briefly review the
principles of PCR technology. PCR reactions start with double-stranded DNA tem-
plates. The first step is the denaturation of template DNA by heating it at 94°C; the
second step is to anneal PCR primers to the templates. This step requires optimized
temperatures according to the primers. Two factors significantly influence the fidelity
of PCR—the length of the PCR primers and the annealing temperature. Generally
speaking, the longer the PCR primer and the higher the annealing temperature, the
higher the fidelity of the PCR reactions. Most often, however, PCR primers longer
than 17 bp, and with an annealing temperature above 55°C, are sufficient to produce
reasonably high fidelity for PCR. The third step of PCR is the extension of the
annealed primers to synthesize new DNA. Once the extension is complete to the end
of the template, PCR finishes its first cycle, and the original single molecule has been
copied into two molecules. Let the process repeat 30 or more times, and one DNA
molecule can be amplified into 230 or more molecules (Figure 3.1).

Principles of RAPD

It is clear that in order to have exponential amplification, PCR requires two primers.
Now we have genomic DNA, for which no sequence information is available. How can
we conduct PCR reactions to produce genomic fingerprints revealing polymorphism?
RAPD procedures are based on a fundamental understanding of the annealing
process. At a given base position, any DNA has four possibilities of bases: A, C, G, or T.
Therefore, if the primers are short enough, there would be numerous binding sites
for them in genomic DNA. The odds for a perfect binding site to exist for a 10-base
primer are once every 410 base pairs (i.e., approximately once every million base pairs).

22 Marking Genomes

Figure 3.1. Principles and procedures of PCR.



In most eukaryotic organisms, such as fish, their genomes are at the billion base pairs
range. There should be 1,000 perfect binding sites on each strand of the genome. How-
ever, the binding sites do not have to be perfect to initiate PCR if the annealing tem-
perature is low enough. For instance, unless the last base at the 3� is mismatched, when
9 out of 10 bases of the PCR primer have perfect matches to the template, PCR is
likely to proceed if the annealing temperature is low. The possibility of subperfect
binding greatly increases the number of binding sites in the genome from which a PCR
reaction may proceed. The only exception is when the mismatches occur at the 3� end
of the primer. Therefore, there should be a large number of binding sites in a large
genome for a short primer. However, PCR reactions are often limited to a certain
length. Therefore, the short primers must bind to both strands of DNA close enough
(within several kilobases [kb]) to produce a RAPD band. Using this principle, Welsh
and McClelland (1990) and Williams and others (1990) used a single short PCR primer
of 10 bases and conducted the special PCR reaction at 36°C, leading to the generation
of PCR products using a single random short primer (Figure 3.2).

Based on the fundamental principles of RAPD, the technique can be regarded as a
method of creating genomic fingerprints from species for which little is known about
the target sequence to be amplified using arbitrarily primed PCR (AP-PCR). The cre-
ators of RAPD solved the dilemma of how to create a PCR primer without sequence
information by using arbitrary short primers that increase the odds of finding suitable
binding sites. The short primers require low temperatures for annealing.

Molecular Basis of RAPD Polymorphism

All mechanisms that led to the differential amplification of RAPD bands account for
the molecular basis of RAPD polymorphism. First, RAPD depends on primer binding
at adjacent sites on opposite strands of DNA. Any base substitutions at the primer
binding sites may knock out primer binding and PCR amplification, thus leading to
the loss of a RAPD band. Inversely, any base substitutions at a site originally with a
sequence similar to the primer binding sites can lead to the generation of new primer
binding sites. Once newly generated primer binding sites are close enough to another
primer binding site on opposite strands of DNA, a RAPD band can be generated,
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Figure 3.2. Schematic presentation of RAPD primer binding to genomic DNA. Short RAPD
primers find their perfect and/or subperfect sites, anneal to genomic DNA, and amplify
segments of genomic DNA when they are annealed close enough (generally �2,000 bp) on
opposite strands of DNA.

When the short primer anneals to perfect and/or subperfect sites that are
close enough (generally <2,000 bp) on opposite strands of DNA, PCR is

possible using a low annealing temperature.



leading to polymorphism. Obviously, deletions and insertions within the RAPD bands
would lead to either shorter or longer RAPD bands, producing polymorphism.

Inheritance of RAPD Markers

RAPD markers are inherited as Mendelian markers in a dominant fashion. As domi-
nant markers, RAPD are scored as present/absent. Dominance means that one dose
is enough, and therefore, a RAPD band is produced by dominant homozygotes as well
as heterozygotes, though band intensity may differ. In spite of the theoretical validity
of differentiating the dominant homozygotes from heterozygotes, variations in PCR
efficiency make scoring of band intensities difficult. As a result, attempting to distin-
guish homozygous dominant from heterozygous individuals is not generally recom-
mended. Also, it is difficult to determine whether bands represent different loci or
alternative alleles of a single locus so that the number of loci under study can be erro-
neously assessed. This is especially true if the RAPD is caused by deletion or insertion
within the locus rather than at the primer binding sites. As a result, the number of loci
of RAPD markers can be inflated up to twofold.

As dominant markers, the alternative allele of a RAPD band is the absence of the
band. Even though sometimes it is possible to determine alternative alleles by exami-
nation of the presence of alternative phases of RAPD bands, the exact nature of alter-
native RAPD bands must be verified by hybridization or by sequencing before calling
them alternative alleles. As dominant markers, the number of RAPD bands seen in
the F1 generation should equal the sum of the bands seen in the parents, assuming
parental homozygosity at each locus; polymorphic RAPD then segregate in a 3:1 ratio
in F2 populations, as shown in Figure 3.3 (Liu et al. 1998, 1999). If the RAPD bands
are heterozygous in the parents, they segregate in a 1:1 fashion in F1 populations.

The Differentiating Power of RAPD

The RAPD approach is based on the fact that short oligonucleotide primers can bind
to DNA with predicted odds. For instance, every 1 million (410) bp should contain one

24 Marking Genomes

Figure 3.3. Inheritance of dominant markers. Here RAPD band A is inherited from parent 2
and band C is inherited from parent 1; both band A and C are heterozygous in F1. RAPD band B
is inherited from both parents and thus are homozygous in F1. Heterozygous bands of F1
segregate in a 3:1 ratio among F2 individuals. Figure was modified from Liu and Cordes (2004).



sequence that matches with a primer of 10 nucleotides long. Therefore, a genome of
1 billion base pairs should contain 1,000 perfect binding sites for the 10-bp primer on
each of its two strands of DNA. The 2,000 perfect binding sites plus many more
subperfect binding sites (with 8–9 out of 10 nucleotides) would make it possible to
amplify DNA using a single arbitrary short primer. The conditions for this special
PCR reaction follow:

• The annealing temperature must be low because of the short primer.
• The short primer must bind to the opposite strands of DNA with its 3� ends facing

each other.
• The two binding sites must be close enough to allow a successful PCR reaction

using Taq DNA polymerase, which often travels only several kilobases.

Generally, all these conditions can be met and often multiple bands can be amplified.
Any deletion/insertion existing between the two successful primers would produce a
polymorphic band. Additionally, base substitutions at primer binding sites can also
cause gain or loss of amplified bands. Because about a dozen bands can be analyzed
simultaneously and genome sequence information is not required, RAPD rapidly
gained popularity for analysis of genetic variation in the 1990s. 

Most often 5–20 bands can be amplified by using a single RAPD primer. Theoreti-
cally, primers with equal length should be equally efficient for generating RAPD
bands, but G/C-rich RAPD primers were reported to produce more bands than A/T-
rich primers, presumably due to stronger annealing of G/C-rich primers (Kubelik and
Szabo 1995). Closely related species from which hybrids can be made often exhibit
high levels of RAPD polymorphism; reproductively isolated populations often exhibit
a reasonable level of RAPD polymorphism so that RAPD can be used to differentiate
various strains, lines, and populations. RAPD tends to exhibit low levels of polymor-
phism among individuals of the same population, and thus are not ideal markers for
parentage analysis, for which microsatellite markers are optimal. 

Strengths and Weaknesses of RAPD 

RAPDs have all of the advantages of a PCR-based marker, with the added benefit that
primers are commercially available and do not require prior knowledge of the target
DNA sequence or gene organization. Multilocus amplifications can be separated elec-
trophoretically on agarose gels and stained with ethidium bromide, although higher
resolution of bands has been achieved with discontinuous polyacrylamide gel elec-
trophoresis (dPAGE) and silver staining (Dinesh et al. 1995), a somewhat costlier and
more labor-intensive method. Other advantages of RAPDs are the ease with which a
large number of loci and individuals can be screened.

The major weakness of RAPD is its low reproducibility due to the use of low
annealing temperatures. However, if one stays conservative and scores only highly
reproducible strong bands, this problem can be minimized. In our own experience, we
have not encountered too much trouble with reproducibility. However, if one pushes
to maximize the number of RAPD bands, then many very weak bands may not be
reproduced, leading to a lack of reliability. Because of this reproducibility problem,
there are reports that many RAPD bands do not follow Mendelian inheritance,
though homozygous status was incorrectly assumed in cases. The second major
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weakness of RAPD is its dominant mode of inheritance. Because of the dominant
nature of inheritance, RAPD lack the ability to distinguish between dominant
homozygotes and heterozygotes. In addition, the presence of paralogous PCR prod-
ucts (amplified from different DNA regions that have the same lengths and thus
appear to be a single locus), limit the use of this marker system. These difficulties
have limited the application of this marker in fisheries and aquaculture sciences
(Wirgin and Waldman 1994).

Applications of RAPD Markers in Aquaculture Genome Research

RAPD markers have been widely used for species and strain identification in
fish (Partis and Wells 1996, Liu et al. 1998, 1999) and mollusks (Klinbunga et al. 2000,
Crossland et al. 1993), analysis of population structure in black tiger shrimp
(Tassanakajon et al. 1998) and marine algae (van Oppen et al. 1996), analysis of
genetic impact of environmental stressors (Bagley et al. 2001), and analysis of genetic
diversity (Wolfus et al. 1997, Hirschfeld et al. 1999, Yue et al. 2002).

In addition to identification of species, strains, lines, and populations, RAPD mark-
ers have been extensively used in the model fish species such as zebrafish (Johnson et al.
1994). RAPD markers have also been used in many linkage-mapping studies in fish
species (Table 3.1). However, as more efficient and reliable marker systems such as
AFLP emerged, the use of RAPD markers in genome research declined rapidly. Due to
the intrinsic problems as discussed under its weaknesses, the use of RAPD for future
genome characterization of aquaculture species should be limited. Its coupled usage
with codominant markers, such as microsatellites, may provide more reliable informa-
tion. In closed aquaculture systems where the number of founders of the broodstock
population is limited, RAPD may provide some rapid ways for association analysis of
traits with markers. After the initial identification of the RAPD markers, it is highly rec-
ommended that the marker be converted into SCAR markers (sequence characterized
amplified region) for further analysis. In spite of very limited uses of RAPD for long-
term genome research, it is a useful marker system for rapid hybrid identification and
strain identification commonly encountered in aquaculture breeding operations.

26 Marking Genomes

Table 3.1. Some examples of the use of RAPD markers for the construction of linkage maps
in aquaculture or fish species. Note that most of these efforts were made earlier, and linkage
mapping using RAPD markers is not highly recommended.

Species Common name References

Cyprinus carpio Common carp Sun and Liang 2004 
Danio rerio Zebrafish Postlethwait et al. 1994,

Mohideen et al. 2000 
Oryzias latipes Medaka Ohtsuka et al. 1999
Oncorhynchus mykiss Rainbow trout Sakamoto et al. 2000
Astyanax mexicanus Cave fish Borowsky and Wilkens

2002
Xiphophorus sp. Kazianis et al. 1996
Poecilia reticulata Guppy Khoo et al. 2003
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Chapter 4
Amplified Fragment Length 
Polymorphism (AFLP)

Zhanjiang Liu

Multilocus DNA fingerprinting technologies based on polymerase chain reaction
(PCR) are of enormous value for the study of genetic variations. These fingerprinting
technologies, such as random amplified polymorphic DNA (RAPD) (Chapter 3 of
this book, as well as Williams et al. 1990, Welsh and McClelland 1990) and amplified
fragment length polymorphism (AFLP) (Vos et al. 1995), allow rapid generation of
large amounts of genetic data. Genetic fingerprinting using these technologies does
not require prior knowledge, making them “ready to be used” technologies for any
species without previous genetic information. The fingerprints may be used as a tool
to identity a specific DNA sample or to assess the relatedness between samples. Con-
served common bands define relatedness, while polymorphic bands define differenti-
ation in phylogenetic and population genetic analyses.

AFLP technology combines the advantages of restriction enzyme fingerprinting
using restriction fragment length polymorphism (RFLP) and those of PCR-based fin-
gerprinting using RAPD. It is based on the selective amplification of a subset of
genomic restriction fragments using PCR. DNA is digested with restriction enzymes,
and double-stranded DNA adaptors are ligated to the ends of the DNA fragments to
generate primer-binding sites for PCR amplification. The sequence of the adaptors
and the adjacent restriction site serve as primer binding sites for subsequent amplifi-
cation of the restriction fragments by PCR. Selective nucleotides extending into the
restriction sites are added to the 3� ends of the PCR primers in such a way that only a
subset of the restriction fragments is recognized. Only restriction fragments in which
the nucleotides flanking the restriction site match the selective nucleotides will be
amplified. The subset of amplified fragments is then analyzed by denaturing polyacry-
lamide gel electrophoresis to generate the fingerprints.

To fully appreciate the advantages and applications of AFLP, this chapter is written
to describe the course of the technology development in relation to several other
existing technologies, the procedures and principles, the molecular basis of polymor-
phism, and the potential power for genetic analysis using AFLP. As detailed below,
AFLP is a technology that provides robustness, reliability, and efficiency. Its simulta-
neous analysis of hundreds of loci using only a single primer combination offers a
robust power of differentiation. AFLP is also advantageous because markers are
inherited in Mendelian fashion; it does not require prior genetic information and is
therefore adaptable to genetic analysis of any species. AFLP truly provides the multi-
locus coverage and potential for genome-wide coverage for analysis of genetic varia-
tions. For comparisons of AFLP with other marker systems, readers are referred to
other chapters of this book and a review on applications of DNA markers in fisheries
and aquaculture (Liu and Cordes 2004).
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Background of AFLP Technology

Genomic DNA must first be cut into small pieces for molecular analysis. Geneticists
have a limited capacity for making direct analysis of large segments of DNA. Although
chromosomes or chromosome segments can be directly analyzed through a special gel
electrophoresis known as pulse field electrophoresis, little genetic information can be
obtained from such analysis concerning genetic variation. In contrast, resolution of dif-
ferentiation can be drastically increased when DNA is cut into small segments.

Restriction enzymes are site-specific “molecular scissors” for DNA (for details, see
Chapter 2). They recognize specific sequences 4–8 base pairs (bp) long. In a restric-
tion digest reaction, a restriction enzyme is mixed with genomic DNA and incubated
under specific buffer and temperature conditions as required by the restriction
enzyme. Within usually 1 hour of incubation, a restriction enzyme “searches” through
the entire DNA lengths for its specific 4–8 bp recognition sequences. The genomic
DNA is then “cut” by the enzyme whenever the proper recognition sequences are
found. The cutting frequency of any restriction enzyme is directly related to the length
of its recognition sequences. On average, a restriction enzyme with 4-bp recognition
sequences should cut DNA once every 256 bp (1/44); a restriction enzyme with 6-bp
recognition sequences should cut DNA once every 4,096 bp (1/46); and a restriction
enzyme with 8-bp recognition sequences should cut DNA once approximately every
65,000 bp (1/48). These cutting frequencies should be considered when choosing
restriction enzymes. This is particularly true for AFLP, which will be discussed later in
the chapter. Assuming a fish genome of one billion base pairs (109 bp), a 4-bp cutter
will digest the genome into approximately 4 million segments; a 6-bp cutter will digest
the genome into about a quarter-million segments; and a 8-bp cutter will digest the
genome into just 15,000 segments. In addition to the length of recognition sequences,
the genomic content also affects the cutting frequency of a restriction enzyme.
For instance, AT-rich genomes are in favor of restriction enzymes with AT-rich recog-
nition sequences, while GC-rich genomes are in favor of restriction enzymes with
GC-rich recognition sequences.

Molecular Basis of Genetic Variation Detected in AFLP

In the long history of evolution, genomes have evolved in each species to have a fixed
number of chromosomes whose shape and sizes are constant. The number of genes
and gene locations on each chromosome are also relatively constant so that genetic
linkage maps can be constructed. Such structural and organizational order is main-
tained by accurate inheritance of genes from generation to generation. However, just
as constant as the inheritance of genes and traits from parents to progenies, mutations
are also constant events. Mutations can happen spontaneously or under induction of
adverse environmental cues such as radiation, UV light, or chemical mutagens. Spon-
taneous mutations occur at a very low rate of 1 � 10�5–2 � 10�6 per gene per genera-
tion. Assuming an average gene size of 2,000 bp, this low spontaneous mutation rate
translates into only 1 to 5 base mutations throughout the entire genome of one billion
base pairs per generation. However, through the long process of evolution, many
mutations have accumulated. The basic idea behind genetic analysis lies in using
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the accumulation of different mutations in reproductive isolated populations and
individuals.

Mutations are random events and can happen in any part of the genome, although
mutation hot spots are often reported. As a result, mutations are accumulated in evo-
lution more often in noncoding regions. First, because the nonprotein coding regions
of the genome account for the vast majority of the entire genome, most mutations
occur by chance in these regions; second, nature has placed great selection pressure for
advantageous mutations and neutral mutations, but against deteriorating mutations
inside the protein coding sequences. In the coding regions, silent mutations (single
base substitutions that do not change the amino acid sequence) are the most predomi-
nant. Mutations can be categorized at the molecular level as having been caused by
deletions, insertions, inversions, base substitutions, and rearrangements. Deletions are
losses of, while insertions are additions of, DNA bases of variable sizes ranging from a
single base to long stretches of DNA. Base substitutions are changes of a specific base
to any other of the three bases. For instance, base A can be mutated to any of C, G, or T.
Mutations from purines (A and G) to purines or from pyrimidines (C and T) to pyrim-
idines are called transitions; mutations from purines to pyrimidines or vice versa are
called transversions. Transitions are the most frequent mutations because the chemical
reactions involved in such mutations are more likely to occur. In relation to molecular
analysis, deletions and insertions are expected to cause changes of fragment lengths of
at least one base pair while base substitutions generally do not affect fragment sizes
unless the base substitutions cause the gain or loss of restriction sites. A base substitu-
tion within the restriction enzyme recognition site causes loss of the restriction site,
and therefore, leads to loss of the restriction fragment. In contrast, a single base
change may lead to the generation of a new cutting site for the restriction enzyme. For
instance, the recognition sequences for restriction enzyme Eco RI are GAATTC. If the
original sequence was GgATTC, a single base change of the second G into A would
generate a new restriction site for Eco RI and the production of an additional restric-
tion fragment. Rearrangements do not affect fragment lengths unless the rearranged
fragments contain restriction enzyme sites.

Other Genetic Variations at the Molecular Level 
Affecting AFLP Profiles

In addition to the mechanisms of mutations mentioned above, several other highly muta-
ble sequences should also be noted because they may account for a significant portion of
polymorphism as revealed by AFLP analysis. The first is microsatellite sequences. As
detailed in Chapter 5, microsatellites are simple sequence repeats of 1–6 bp. High levels
of mutation rates can happen at microsatellite loci. In some cases, mutation rates can be
as high as 0.2% per locus per generation (Crawford and Cuthbertson 1996, Levinson and
Gutman 1987). Such a high mutation rate is believed to be caused by slippage of DNA
polymerase with the repeated microsatellite sequences, leading to microsatellite expan-
sion or contraction. The differences in repeat numbers of microsatellite sequences cause
changes in fragment lengths. In a sense, this type of mutation is a special form of inser-
tions or deletions. Due to large numbers of microsatellite loci existing in fish and their
high mutation rates, their contribution to the overall polymorphism of genomes should
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not be neglected regardless of the approach used for genetic variation analysis. Secondly,
unequal crossing over of minisatellite and satellite sequences may also contribute to a
significant level of genetic variations among genomes.

Molecular Analysis Related to Development of AFLP Technology

AFLP methodology was developed by using and combining several of the technologi-
cal advances that ushered in the genomics era; it was based on RFLP and PCR reac-
tions resolved by sequencing gel electrophoresis.

The need for a sensitive, efficient approach to analyzing genetic variation on a
genomic scale was evident early on during the genomics revolution. PCR appeared to
offer the power necessary for such an approach and was used in the development of
RAPD in 1990 (Williams et al. 1990, Welsh and McClelland 1990). However, RAPD’s
usefulness is limited by its low reproducibility because of low annealing temperatures
necessitated by using short, arbitrary primers during PCR.

AFLP combines the strengths of RFLP and RAPD. It is a PCR-based approach
requiring only a small amount of starting DNA. It does not require any prior genetic
information or probes, and it overcomes the problem of low reproducibility inherent
to RAPD. AFLP is capable of producing far greater numbers of polymorphic bands
than RAPD in a single analysis, significantly reducing costs and making possible the
genetic analysis of closely related populations. The use of AFLP markers in genetic
linkage mapping (Meksem et al. 1995, Cho et al. 1996, Mackill et al. 1996) and analy-
ses of genetic resource pools (Folkertsma et al. 1996, Keim et al. 1997) has facilitated
progress that would otherwise take a much longer time using other technologies. It is
particularly well adapted for stock identification because of the robust nature of its
analysis. The other advantage of AFLP is its ability to reveal genetic conservation as
well as genetic variation. In this regard, it is superior to microsatellites for applica-
tions in stock identification. Microsatellites often possess large numbers of alleles, too
many to obtain a clear picture with small samples. Identification of stocks using
microsatellites, therefore, would require large sample sizes. For instance, if 10 fish are
analyzed, each of the 10 fish may exhibit distinct genotypes at a few microsatellite loci,
making it difficult to determine relatedness without any commonly conserved geno-
types. In closely related populations, AFLP can readily reveal commonly shared
bands that define the common roots in a phylogenetic tree and polymorphic bands
that define branches in the phylogenetic tree.

The Procedures and Principles of AFLP Analysis

Genetic variations are widely spread among genomes of even very closely related
individuals. The problem is how to reveal the very minor differences among genomes.
In principle, AFLP can be viewed as a multilocus or genome-wide RFLP analysis
(Figure 4.1). The technique starts with restriction digestion of genomic DNA using
two restriction enzymes, most often, Eco RI and Mse I. Eco RI recognizes a 6-bp
sequence of GAATTC, and Mse I recognizes a 4-bp sequence of AATT. For a genome
of one billion base pairs, Eco RI digestion should produce about 250,000 fragments,
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Step 2

Step 1 Digest genomic DNA with Eco RI and Mse I

Adaptor ligation

Preselection PCR amplification
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Figure 4.1. Schematic presentation of AFLP analysis. Step 1, genomic DNA is digested by
EcoRI and MseI into many segments of various sizes. For a genome of 109 bp, you expect
�250,000 EcoRI fragments (109/4,000) and 4 million MseI fragments (109/256); step 2, adaptors
are ligated to the ends of the DNA fragments. The majority of fragments should be MseI-MseI
fragments, some EcoRI-MseI fragments, few, if any, EcoRI-EcoRI fragments. This step is to
add adaptors with known sequences to create PCR primer binding sites. For a genome of
109 bp, you expect 2� 250,000 EcoRI-MseI fragments. Note that the sequence of EcoRI adap-
tor (open box) is different from that of the MseI adaptor (dotted box); step 3, preselection
amplification of a subset of the restriction fragments by adding an extra arbitrary base at the 3�
end of the PCR primers, which leads to 1/16 fragments to be amplified; step 4, selective ampli-
fication of a subset of the restriction fragments by adding three extra arbitrary bases at the 3�
end of the PCR primers, which leads to a subset of EcoRI-MseI fragments (1/4,096) to be
amplified; step 5, PCR products are resolved on a sequencing gel.



and Mse I digestion should produce 4 million fragments. Because the 4-bp cutter
Mse I cuts DNA at a frequency 16 times greater than Eco RI, essentially all Eco RI
fragments should be further digested by Mse I. The double enzyme digest would pro-
duce approximately 500,000 Eco RI-Mse I fragments (one original Eco RI fragment is
now cleaved by many Mse I sites leaving both ends as Eco RI-Mse I fragments), and
about 4 million Mse I-Mse I fragments.

The second step of AFLP analysis is to add adaptors on both ends of digested DNA
fragments. The Eco RI-Mse I fragments must be amplified by PCR to be detected
because they represent a small amount of DNA. However, there is no sequence infor-
mation about these fragments. The first challenge is to “create” two stretches of known
sequences in each of these fragments for PCR. This can be achieved simply by connect-
ing a short segment of DNA with known sequences on the Eco RI end and a short seg-
ment of DNA with different known sequences on the Mse I end. These short segments
of DNA with known sequences are called Eco RI adaptors and Mse I adaptors. They are
called adaptors because they harbor specific end sequences allowing them each to be
perfectly paired and ligated to the double digested Eco RI-Mse I fragments. After liga-
tion, each Eco RI-Mse I fragment now harbors known sequences on both ends allowing
PCR amplification of these segments by using primers with the same sequences as the
adaptors.

The third step of AFLP is the preselection PCR amplification. In the 500,000 Eco RI-
Mse I fragment pool, one can imagine that many of these Eco RI-Mse I fragments must
exhibit size difference or length polymorphism even between two highly related indi-
viduals. However, 500,000 fragments are too many to be resolved in any kind of gel
electrophoresis. This demands that somehow the 500,000 bands must be reduced
approximately 2,000 times to reach the resolvable goal of a couple hundred bands. Vos
and others (1995) intelligently met this challenge by adding additional arbitrary bases at
the 3� end of the PCR primers. As each extra arbitrary base is added, the PCR primer
can match to only 1/4 subset of the fragments because at each base of DNA, and there
are four possibilities: A, C, G, or T. When a given base is added to the 3� end of the PCR
primer, only 1/4 of the total fragments are amplifiable. When a single base is added to
the 3� end of both PCR primers, only a subset of 1/16 of the total fragments will be ampli-
fiable. When two additional bases are added to each of the PCR primers, the reduction
power is now 256 (16 � 16). When three additional bases are added to each 3� end of the
two PCR primers, the reduction power now is 4,096 (64 � 64). Now with a reduction
power of 4,096, the original 500,000 fragments should become about 100 bands. These
bands can then be visualized after electrophoresis. The preselective PCR first reduces
the Eco RI-Mse I fragments to a subset containing 1/16 of the original fragments. The
selective PCR further reduces the number of bands by amplifying only a subset of the
preselective PCR products. AFLP chooses to analyze only the Eco RI-Mse I fragments.
This is achieved by labeling only Eco RI primers. Since the Mse I primer is not labeled,
none of the amplified Mse I-Mse I fragments are visible during electrophoresis.

The Power of AFLP Analysis

It is possible to scan the entire genome for examination of all 500,000 Eco RI-Mse I
fragments by use of all possible combinations of the selective bases. That would take
64 Eco RI primers and 64 Mse I primers or 4,096 primer combinations. However, it is
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probably never necessary to perform such an exhaustive analysis. Since more than 100
loci can be analyzed by a single primer combination, a few primer combinations
should display thousands of fingerprints. For genetic resource analysis, the number of
primer combinations required for construction of phylogenetic trees/dendrograms
depends on the level of polymorphism in the populations, but probably will take no
more than 10 primer combinations. However, dense genetic maps can be constructed
by using a large number of primer combinations.

The potential power of AFLP in the study of genetic variation is enormous. In
principle, any combination of a 6-bp cutter with a 4-bp cutter in the first step can be
used to determine potential fragment length polymorphism. In the above tour
through the procedures, Eco RI and Mse I were used as restriction enzymes to exam-
ine the 500,000 Eco RI-Mse I fragments. Theoretically, 4,096 primer combinations
compose a complete genome-wide scan of the fragment length polymorphism using
the two restriction enzymes. Because hundreds of restriction endonucleases are com-
mercially available, the total power of AFLP for analysis of genetic variation can
never be exhausted.

Molecular Basis of AFLP Polymorphism

AFLP analysis is an advanced form of RFLP. Therefore, the molecular basis for
RFLP and AFLP are the same. First, any deletions and/or insertions between the two
restriction enzymes (e.g., between Eco RI and Mse I in the above example) will cause
shifts in fragment sizes. Second, base substitution at the restriction sites will lead to
loss of restriction sites and thus a size change. However, only base substitutions in all
Eco RI sites and 1/8 of Mse I sites are detected by AFLP since only the Eco RI primer
is labeled and AFLP is designed to analyze only the Eco RI-Mse I fragments. Third,
base substitutions leading to new restriction sites may also produce AFLP. Once
again, gaining Eco RI sites always leads to production of AFLP, gaining Mse I sites
must be within the Eco RI-Mse I fragments to produce new AFLP. In addition to the
common mechanisms involved in polymorphism of RFLP and AFLP, AFLP also
scans for any base substitutions at the first three bases immediately after the two
restriction sites. Considering large numbers of restriction sites for the two enzymes
(250,000 Eco RI sites and 500,000 Mse I sites immediately next to Eco RI sites),
a complete AFLP scan would also examine more than 2 million bases immediately
adjacent to the restriction sites.

Inheritance of AFLP Markers

AFLP markers are inherited in a Mendelian fashion as dominant markers. Similar
to the traditional meaning of dominance in genetics, one dose is enough to determine
phenotype (hence the band patterns). Dominant markers provide relatively less genetic
information since homozygous and heterozygous individuals cannot be differenti-
ated; they each produce a band at the locus though band intensities may vary depend-
ing on allele numbers. Although double alleles often produce double the amount of
PCR products, homozygous alleles and heterozygous alleles cannot be distinguished
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with certainty. As detailed below, caution must be exercised when scoring AFLP
markers as codominant markers.

Major Strengths and Weaknesses of AFLP Markers

Several major strengths make AFLP the markers of choice in certain situations. The
first strength is the procedure’s requirement of no prior molecular information for
application to the species of interest. This is particularly useful for aquaculture
species where there is often no molecular information available. Second, AFLP is
highly robust allowing the generation of a large number of polymorphic markers with
limited efforts and resources. Third, when the robustness is coupled to the availability
of many primer combinations, AFLP is a very powerful marker system for genomic
differentiation. With such a technique, very minor genomic differences can be readily
revealed. Fourth, as long as PCR primers are used, stringent annealing temperatures
can be used for high reproducibility. This is definitely a significant improvement over
the less reliable RAPD procedure (see Chapter 3). Finally, AFLP markers are rela-
tively economical because each primer combination can often produce many poly-
morphic markers. Even though AFLP kits are relatively expensive, the cost on a per
polymorphic marker basis is low. The major weakness of AFLP markers is their dom-
inant nature of inheritance. Genetic information is limited with dominant markers
because essentially only one allele is scored; at the same time, since the true alterna-
tive allele is scored as a different locus, AFLP also inflates the number of loci under
study. As dominant markers, information transfer across laboratories is difficult. In
addition, AFLP is more technically demanding, requiring special equipment such as
automated DNA sequencers for optimal operations.

Genotyping AFLP Gels

AFLP markers are inherited as dominant markers. Because of the dominance nature
of AFLP, they are scored as presence/absence type of markers in genotyping. Each
band is treated as a locus (not an allele). Although the true alternative allele must be
somewhere in the gel with a different fragment size, there is practically no way to
know the exact location. In some cases, complementary phases of bands are observed,
indicating they may be the alternative alleles of the locus, but in the absence of molec-
ular evidence, each band is still scored as a separate locus. Therefore, the total num-
ber of AFLP loci under analysis is inflated about twofold because all of the alleles are
treated as loci. Under this treatment, the presence of one band is treated as one allele
at the locus, and the absence of the band is treated as the alternative allele.

In strictly controlled mating systems, it is possible to score AFLP markers as codom-
inant markers. In such cases, the scoring is based not only on length polymorphism, but
also on intensity polymorphism. The rationale is that two alleles in homozygotes should
produce twice the amount of PCR products as that produced from a single allele in het-
erozygotes. As a matter of fact, computer software is available for quantitative scoring
of intensity polymorphism. AFLP-QuantarTM Pro marketed by Keygene Products B.V.
in the Netherlands is an example. In spite of its success, I would like to urge caution in
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the use of intensity polymorphism, simply because of the nonlinear nature of PCR at
high rounds of cycles. For identification of stocks and population analysis, use of inten-
sity polymorphism should be discouraged because scoring may be extremely difficult
with samples from random mating populations.

The term “informative AFLP” is used to indicate only polymorphic AFLP bands in
genetic linkage mapping analysis. In the case of linkage mapping, only polymorphic
bands are expected to segregate and thus provide genetic linkage information. There-
fore, commonly shared nonpolymorphic bands are not scored. For population studies,
all of the bands are actually informative. In fact, the commonly shared bands are
extremely important since they define the common ancestor or roots for dendrogram
grouping. The shared bands are used to calculate Nei’s similarity F values (Nei and Li
1979). Of course, the polymorphic bands provide information about differentiation or
branches for dendrogram grouping. Therefore, all AFLP bands need to be scored for
population genetic analysis.

Application of AFLP for Aquaculture Genome Research

AFLP is well adapted for many types of genetic analysis such as:
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• molecular systematics
• analysis of population structures
• migration
• hybrid identification
• strain identification
• parentage identification
• genetic resource analysis

• genetic diversity
• reproduction contribution
• endangered species protection
• molecular ecology
• marker-assisted selection
• genome mapping

Different authors discuss the applications of AFLP later in this book concerning
analysis of data and choice of models and software for population genetic analysis,
therefore, here I will only briefly discuss its application in fish population studies with
an emphasis on genetic linkage analysis using AFLP.

Despite the advantages of AFLP, published literature on its application for the analy-
sis of genetic variation of fish populations is still limited (Seki et al. 1999, Jorde et al.
1999, Sun et al. 1999, Cardoso et al. 2000, Chong et al. 2000, Kai et al. 2002, Mickett
et al. 2003, Whitehead et al. 2003, Mock et al. 2004, Campbell and Bernatchez 2004,
Simmons et al. 2006). Many AFLP analyses in fish so far have been limited to genetic
linkage analysis (Liu et al. 1998, 1999; Kocher et al. 1998; Griffiths and Orr 1999;
Agresti et al. 2000; Robison et al. 2001; Rogers et al. 2001; Liu et al. 2003; Li et al. 2003;
William et al. 2005), and analysis of parental genetic contribution involving interspecific
hybridization (Young et al. 2001) and meiogynogenesis (Felip et al. 2000). In a recent
study of the black rockfish (Sebastes inermis), Kai and others (2002) used AFLP to dis-
tinguish three-color morphotypes, in which diagnostic AFLP loci were identified as well
as loci with significant frequency differences. In such reproductive isolated populations,
it is likely that “fixed markers” of AFLP can be identified to serve as diagnostic markers.
Fixed markers are associated most often with relatively less migratory, reproductive



isolated populations (Kucuktas et al. 2002). With highly migratory fish species, fixed
markers may not be available. However, distinct populations are readily differentiated
by difference in allele frequencies. For instance, Chong and others (2000) used AFLP
for the analysis of five geographical populations of Malaysian river catfish (Mystus
nemurus) and found that AFLP was more efficient for the differentiation of subpopula-
tions and for the identification of genotypes within the populations than RAPD,
although similar clusters of the populations were concluded with either analysis.

AFLP can be used effectively for genetic linkage mapping. As a matter of fact, many
genetic linkage maps have been constructed using AFLP markers among aquaculture
species, as summarized in Table 4.1. However, AFLP as a dominant marker, lacks the
ability to be transferred across species borders, and it is difficult to transfer data among
laboratories. As a result of its high efficiency, it is well suited for association analysis of
traits with markers. However, after initial identification of associated AFLPs, it is highly
recommended that such AFLPs be converted to sequence characterized amplified
region (SCAR) markers.

Conclusion

AFLP analysis is a robust, multilocus PCR-based DNA fingerprinting technique that
provides the most efficient, reliable, and economical analysis of population genetics.
AFLPs are nuclear DNA markers inherited in Mendelian fashion, in contrast to envi-
ronmental markers and mitochondrial DNA markers. As compared to other nuclear
markers such as RFLP and RAPD, AFLPs provide a much greater level of polymor-
phism and a much wider genomic coverage. AFLP is probably also superior to
microsatellites for population genetic studies because of its ability to display hundreds
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Table 4.1. Some examples of the use of AFLP markers for the construction of linkage maps in
aquaculture or fish species.

Species Common name Reference

Oncorhynchus mykiss Rainbow trout Young et al. 1998
Salmo salar Atlantic salmon Moen et al. 2004
Salvelinus alpinus Arctic char Woram et al. 2004
Oreochromis sp. Tilapia Kocher et al. 1998

Agresti et al. 2000
Ictalurus punctatus Channel catfish Liu et al. 2003
Clarias macrocephalus Walking catfish Poompuang and Na-Nakorn 2005
Paralichthys olivaceus Japanese flounder Coimbra et al. 2003
Plecoglossus altivelis Ayu Watanabe et al. 2004
Penaeus monodon Black tiger shrimp Wilson et al. 2002
Penaeus japonicus Kuruma prawn Li et al. 2003
Penaeus vannamei White shrimp Pérez et al. 2004
Penaeus chinensis Chinese shrimp Li et al. in press
Crassostrea virginica Eastern oyster Yu and Guo 2003
Chlamys farreri Zhikong scallop Li et al. 2005
Haliotis discus hannae Pacific abalone Liu et al. 2006



of loci simultaneously. However, AFLP markers are inherited as dominant markers.
Caution should be exercised for transfer of information across laboratories. The need
for special equipment such as sequencers may limit its wide application. These disad-
vantages can be compensated for by the robustness of the multilocus AFLP analysis,
which not only provides high levels of polymorphism, but also provides a great level of
band sharing, which is required to establish relatedness among populations. Most
importantly, AFLP (and also RAPD) analysis does not require any previous knowl-
edge and thus is suitable to population genetic analysis of any species. Because of
these advantages, the application of AFLP in fish population genetic studies is
increasing. As time goes on, its application in the studies of fish population genetics is
likely to widen. For genome research, use of AFLP markers may provide a rapid
shortcut for the assessment of markers linked to certain traits, but its coupled uses
with codominant markers such as microsatellites should be beneficial. In a well-
defined closed mating system involving limited number of founders, genetic mapping
using AFLP can add much greater resolution to framework linkage maps made with
microsatellites.
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Chapter 5
Microsatellite Markers and Assessment 
of Marker Utility

Zhanjiang Liu

Microsatellites consist of multiple copies of tandemly arranged simple sequence
repeats (SSR) that range in size from 1–6 base pairs (bp) (e.g., AC, CCA, or GATA)
(Tautz 1989). Based on the repeat composition, microsatellites are often classified into
mononucleotide microsatellites, dinucleotide microsatellites, trinucleotide microsatel-
lites, tetranucleotide microsatellites, and so on. Microsatellites containing only one
type of repeats are called simple microsatellites; microsatellites containing more than
one type of repeats are called composite microsatellites. For instance, (CA)15 is a
simple microsatellite, but (CA)8(CG)12 is a composite microsatellite. The advantages
of microsatellites as molecular markers include its abundance in genomes, even distri-
bution, small locus size facilitating polymerase chain reaction (PCR)-based genotyp-
ing, codominant nature of Mendelian inheritance, and high levels of polymorphism.

Abundance of Microsatellites

Microsatellites are highly abundant in various eukaryotic genomes including all aqua-
culture species studied to date. In most of the vertebrate genomes, microsatellites
make up a few percent of the genomes in terms of the involved base pairs, depending
on the compactness of the genomes. Generally speaking, more compact genomes
tend to contain a smaller proportion of repeats including SSRs, but this generality is
not always true. For example, the highly compact genome of the Japanese puffer fish
contains 1.29% of microsatellites, but its closely related Tetraodon nigroviridis genome
contains 3.21% of microsatellites (Grollius et al. 2000). During a genomic sequencing
survey of channel catfish, microsatellites were found to represent 2.58% of the catfish
genome based on the 11.4 million bps sequenced (Xu et al. 2006). A total of 4,262
microsatellites were found within 11.4 million bps (i.e., one microsatellite exists per
2.67 kilobases [kb] of channel catfish sequences). In fugu, one microsatellite was
found every 1.87 kb of DNA. For comparison, in the human genome, one microsatel-
lite was found every 6 kb of DNA (Beckmann and Weber 1992). It is reasonable to
predict that in most aquaculture fish species, one microsatellite should exist every 10
kb or less of the genomic sequences, on average.

Dinucleotide repeats are the most abundant forms of microsatellites. For instance,
in channel catfish, 67.9% of all microsatellites are present in the form of dinucleotide
repeats; 18.5% present as trinucleotide repeats; and 13.5% as tetranucleotide
repeats, excluding mononucleotide repeats, which are not nearly useful enough
for molecular markers. Generally speaking, dinucleotide microsatellites are the
most abundant, followed by tri- or tetra-nucleotide repeats, but in some cases,
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tetranucleotide repeats can be more frequent than the trinucleotide repeats. For
instance, in the genome of Japanese puffer fish Takifugu rubripes, dinucleotide
repeats have the highest relative frequency (34%) followed by tetranucleotides
(21%), trinucleotides (19%), mononucleotides (16.5%), hexanucleotides (6%), and
pentanucleotides (3%) (Edwards et al. 1998).

Of the dinucleotide repeat types, (CA)n, is the most common dinucleotide repeat
type, followed by (AT)n, and then (CT)n (Toth et al. 2000, Xu et al. 2006). (CG)n type
of repeats are relatively rare in the vertebrate genomes. Partially this is because the
vertebrate genomes are often A/T-rich. Of the trinucleotide repeats and tetranu-
cleotide repeats, relatively A/T-rich repeat types are generally more abundant than
G/C-rich repeat types. For instance, in channel catfish, the most abundant trinu-
cleotide repeat is AAT, followed by AAC, ATC, and ATG. Microsatellites longer than
tetranucleotide repeats (penta- and hexanucluotides) are much less abundant and
therefore, are less important as molecular markers (Toth et al. 2000). It is important
to point out that the definition of microsatellites limiting to repeats of six bases long
are quite arbitrary. Technically speaking, repeats with seven bases or longer
sequences are also microsatellites, but because they become rarer as the repeats are
longer, they are less relevant as molecular markers.

Genomic Distribution of Microsatellites

Microsatellites tend to be, relatively speaking, evenly distributed in the genome on all
chromosomes and all regions of the chromosome. They have been found inside gene
coding regions (e.g., Liu et al. 2001), introns, and in the nongene sequences (Toth et al.
2000). The best known examples of microsatellites within coding regions are those
causing genetic diseases in humans, such as the CAG repeats that encode the polyglut-
amine tract, resulting in mental retardation. In spite of their wide distribution in genes,
microsatellites are predominantly located in noncoding regions (Metzgar et al. 2000).
Only about 10–15% of microsatellites reside within coding regions (Moran 1993, van
Lith and van Zutphen 1996, Edwards et al. 1998, Serapion et al. 2004). This distribu-
tion should be explained by negative selection against frame shift mutations in the
translated sequences (Metzgar et al. 2000, Li et al. 2004). Because the majority of
microsatellites exist in the form of dinucleotide repeats, any mutation by expansion or
shrinking would cause frame shift of the protein encoding open frames if they reside
within the coding region. That also explains why the majority of microsatellites residing
within coding regions have been found to be trinucleotide repeats, though the pres-
ence of dinucleotide repeats and their mutations within the coding regions do occur.

Locus Size of Microsatellites

Most microsatellite loci are relatively small, ranging from a few to a few hundred
repeats. The relatively small size of microsatellite loci is important for PCR-facilitated
genotyping. Generally speaking, within a certain range, microsatellites containing a
larger number of repeats tend to be more polymorphic, though polymorphism has
been observed in microsatellites with as few as five repeats (Karsi et al. 2002).
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For practical applications, microsatellite loci must be amplified using PCR. For best
separations of related alleles that often differ from one another by as few as one repeat
unit, it is desirable to have small PCR amplicons, most often within 200 bp. However,
due to the repetitive nature of microsatellites, their flanking sequences can be a quite
simple sequence, prohibiting design of PCR primers for the amplification of microsatel-
lite loci within a small size limit. Consideration should be given regarding whether the
quality of PCR primers can be sacrificed to a certain extent to reduce the amplicon size.

Polymorphism of Microsatellites

Microsatellites are highly polymorphic as a result of their hypermutability and
thereby cause the accumulation of various forms in the population of a given species.
Microsatellite polymorphism is based on size differences due to varying numbers of
repeat units contained by alleles at a given locus (Figure 5.1). Microsatellite mutation
rates have been reported as high as 10-2 per generation (Weber and Wong 1993, Craw-
ford and Cuthbertson 1996, Ellegren 2000), which are several orders of magnitude
greater than that of nonrepetitive DNA (109) (Li 1997).

Two mechanisms have been suggested to explain the hypermutability of microsatel-
lites. (For a recent review, see Chistiakov et al. 2006.) The first involves polymerase
slippage during DNA replication, resulting in differences in the number of repeat units
(Levinson and Gutman 1987, Tautz et al. 1989). Transient dissociation of the replicat-
ing DNA strands followed by subsequent reassociation (Schlötterer et al. 1991,
Richards and Sutherland 1994) would lead to slippage of the two strands, leading to
the change of repeat numbers in the newly replicated DNA. Direct studies of human
families have shown that new microsatellite mutations usually differed from the
parental allele by only one or two repeats (Weber and Wong 1993), favoring a stepwise
mutation model (see review by Estoup and Cornuet 1999) due to polymerase slippage.
Microsatellite stability is controlled at multiple steps in vivo through the DNA mis-
match repair (MMR) system, as shown for Escherichia coli, yeast, and humans (Sia
et al. 1997). MMR proteins are found in a wide variety of taxa and are responsible for
the correction of replication mistakes and suppression of the recombination between
diverged sequences (Kolodner and Marsischky 1999). If the MMR system is defective,
coding sequences with tandem repeats become subject to mutations, for example in
tumor tissues (Sia et al. 1997). High-frequency microsatellite instability, therefore,
plays a pivotal role in carcinogenesis (Atkin 2001). Both minor and major MMR genes
contain short (A)n tracts in their coding regions, which are highly vulnerable to sponta-
neous deletion or insertion mutations, that could result in the inactivation of the MMR
gene and hence cause MMR deficiency (Chang et al. 2001).

The second mechanism involves nonreciprocal recombination within the SSRs,
leading to production of significantly larger and smaller alleles (Jakupciak and Wells
2000). In a few fish species, we have observed alleles with very large differences in
repeat numbers, predictive of a infinite allele model (Balloux and Lugon-Moulin
2002), as well as alleles with differences of just one repeat unit, characteristic of the
stepwise mutation model. Regardless of specific mechanisms, changes in numbers of
repeat units can result in a large number of alleles at each microsatellite locus in a
population. For evolutionary studies in populations, however, most often the stepwise
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mutation model is assumed, right or wrong, as individuals with a similar number of
repeats are regarded to be more closely related than those with a large difference in
their numbers of repeats.

Inheritance of Microsatellites

Microsatellites are inherited in a Mendelian fashion as codominant markers. This is
one of the strengths of microsatellite markers in addition to their abundance, even
genomic distribution, small locus size, and high polymorphism.

Genotyping of microsatellite markers is usually straightforward. However, due to the
presence of null alleles (alleles that cannot be amplified using the primers designed),
complications do exist. As a result, caution should be exercised to assure the patterns of
microsatellite genotypes fit the genetic model under application (Figure 5.2).

The disadvantage of microsatellites as markers include the requirement for exist-
ing molecular genetic information, the large amount of up front work for microsatel-
lite development, and the tedious and labor intensive nature of microsatellite primer
design, testing, and optimization of PCR conditions. Each microsatellite locus has to
be identified and its flanking region sequenced for the design of PCR primers. Due to
polymerase slippage during replication, small size differences between alleles of a
given microsatellite locus (as little as 2 bp in a locus comprised of dinucleotide
repeats) are possible. Because of this, PCR-amplified microsatellite DNA was tradi-
tionally labeled radioactively, separated on a sequencing gel, and then exposed on X-
ray film overnight (Sambrook et al. 1989). Significant increases in the number of
samples that can be typed in a day have been achieved by using automated fluorescent
sequencers coupled with computer imaging systems (O’Reilly and Wright 1995).

The large number of alleles per locus results in the highest heterozygosity and
polymorphic information content (PIC) values of any DNA markers. Microsatellites
have recently become an extremely popular marker type in a wide variety of genetic
investigations, as evidenced by the recent debut of the journal Molecular Ecology
Notes, dedicated almost entirely to publishing primer and allele frequency data for
newly characterized microsatellite loci in a wide range of species. Over the past
decade, microsatellite markers have been used extensively in fishery research including
studies of genome mapping, parentage, kinships, and stock structure (see O’Connell
and Wright 1997 for a review). A cursory online literature search produced more than
500 entries since 1998 involving the use of microsatellites in such studies.

Development of Microsatellite Markers

Technically, the simplest way to identify and characterize a large number of
microsatellites is through the construction of microsatellite-enriched small-insert
genomic libraries (Orstrander et al. 1992, Lyall et al. 1993, Kijas et al. 1994, Zane et al.
2002). In spite of the variation in techniques for the construction of microsatellite-
enriched libraries, the enrichment techniques usually include selective hybridiza-
tion of fragmented genomic DNA with a tandem repeat-containing oligonucleotide
probe and further PCR amplification of the hybridization products. Libraries highly
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enriched by tandem repeats have been constructed for many organisms, including fish
such as Lophius sp. (Garoia et al. 2003), gilthead sea bream Sparus aurata (Zane et al.
2002), and Nile tilapia (Carleton et al. 2002).

In spite of the simplicity in the construction of microsatellite-enriched libraries and
thereby the identification and characterization of microsatellite markers, for large
genome projects, the real need of direct microsatellite marker development may not
be the wisest approach. This is because microsatellites derived from enriched libraries
most often are from anonymous genomic regions and thus are Type II markers.
O’Brien (1991) divided molecular markers into Type I markers associated with
genes of known functions and Type II markers associated with anonymous genomic
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sequences. Microsatellites usually represent Type II markers, since by chance more
than 90% of the genome are noncoding regions. Type II markers most often cannot be
used for comparative genome studies across a wide spectrum of species. More impor-
tantly, microsatellites can be identified and sequenced directly from genome
sequence surveys such as BAC end sequencing (see Chapter 15), and from EST analy-
sis from which many microsatellites can be developed into Type I markers (Liu et al.
1999, Serapion et al. 2004).

Type I markers are more difficult to develop (Liu et al. 1999b, Liu and Cordes
2004a). Although nongene sequences are free to mutate, causing higher levels of
polymorphism, sequences within protein-coding regions generally show lower levels
of polymorphism because of functional restraints. The most effective and rapid way
for producing Type I microsatellites is the sequencing of clones from cDNA libraries.
Both 5’- and 3’-ends of cDNA clones can be sequenced to produce ESTs (see Chap-
ter 20). Such collections provide a robust sequence resource that can be used for gene
discovery and annotation, as well as for the identification of gene-associated
microsatellite markers for comparative genetics (Liu 2003, Serapion et al. 2004).

Microsatellites can be searched in EST sequence databases. However, the pre-
requirement for the development of Type I microsatellites is the access to sufficient
sequence information. For instance, in the channel catfish, generation of 45,000 EST
sequences allowed the identification of thousands of microsatellites (Serapion et al.
2004). Sequence analysis of 1,909 ESTs from a skin cDNA library of Ictalurus puncta-
tus revealed the presence of 89 (4.7% of 1,909) microsatellite-containing genes (Karsi
et al. 2002). Screening of 1,201 ESTs from a channel catfish brain cDNA library
yielded 88 (7.3%) clones with microsatellites (Ju et al. 2000). It is therefore, reason-
able to argue that one does not have to spend resources to intentionally develop
microsatellite markers that not only take time and effort but are mostly Type II mark-
ers. Instead, identification of microsatellite markers from EST resources should gen-
erate mostly Type I markers. Likewise, many microsatellites can be identified from
BAC end sequences that fulfill two duties with one action (Xu et al. 2006).

Caution has to be exercised, however, on microsatellites developed from ESTs.
First, due to the presence of introns, one has to be careful not to design primers at the
exon-intron boundaries. Second, the presence of introns would make allele sizes
unpredictable. Finally, many microsatellites exist at the 5’- or 3’-UTR, making flank-
ing sequences not sufficient for the design of PCR primers. Although introns are not a
problem for microsatellites derived from BAC end sequencing, sequencing reactions
often terminate immediately after the microsatellite repeats, also making flanking
sequences not sufficient for the design of PCR primers. Additional sequencing would
be required for the development of microsatellite markers from these sequences with
SSRs at the ends.

Applications of Microsatellite Markers

Microsatellite markers, one of the many types of molecular markers, are ideal for many
types of applications. Microsatellites are the most useful type of molecular markers for
genetic linkage mapping, and they are anticipated to remain as the markers of choice
for the construction of linkage maps, especially for framework linkage maps. The fun-
damental reason for this is because of their high polymorphism, high abundance, small
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locus size, and codominance of inheritance, so all four alleles from a pair of parents can
be observed from the gel. In addition, because microsatellite markers are sequence-
tagged markers, integration with a physical map is possible.

Some examples of genetic linkage maps constructed using microsatellites are listed
in Table 5.1. An excellent review was just published by Chistiakov and others (2005) in
which various applications of microsatellites were discussed; interested readers are
referred to this review. In Chapter 8, use of microsatellite markers for stock analysis and
parentage analysis is described. Chapter 9 describes methodologies involving the use of
microsatellites and other markers for population analysis. The use of microsatellite
markers for the construction of genetic linkage maps is the subject of Chapter 10. QTL
mapping involving the use of microsatellite markers are described in Chapter 11.

Assessing the Utility of Markers

Mostly, the number of alleles and allele frequencies measure informativeness of a
genetic marker. Specific parameters have been developed through the course of
marker development and application in the last two decades. These parameters
include two measures of marker informativeness: heterozygosity and polymorphic
information content. In addition, the efficiency of marker systems can be evaluated
based on the mean number of polymorphic genetic markers per assay. Genotyping
errors and multiplex ratio are also used to measure the utility of molecular markers.
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Table 5.1. Some examples of linkage maps constructed with microsatellite markers in aqua-
culture species.

Species Common name References

Salmo trutta Brown trout Gharbi et al. 2006
Dicentrarchus labrax European sea bass Chistiakov et al. 2005
Oreochromis spp. Tilapia Kocher et al. 1998, Agresti

et al. 2000, McConnell et al.
2000, Lee et al. 2005

Plecoglossus altivelis Ayu Watanabe et al. 2004
Xiphophorus Walter et al. 2004
Salvelinus alpinus Arctic char Woram et al. 2004
Salmo salar Atlantic salmon Gilbey et al. 2004, Moen 

et al. 2004
Oncorhynchus mykiss Rainbow trout Sakamoto et al. 2000, 

Nichols et al. 2003
Ictalurus punctatus Channel catfish Waldbieser et al. 2001
Danio rerio Zebrafish Knapik et al. 1998, Shimoda 

et al. 1999
Crassostrea gigas Pacific oyster Hubert and Hedgecock 2004
Crassostrea virginica Eastern oyster Yu and Guo 2003
Seriola Yellowtails Ohara et al. 2005
quinqueradiata and
Seriola lalandi
Cyprinus carpio Common carp Sun and Liang 2004
Paralichthys olivaceus Japanese flounder Coimbra et al. 2005



Genotyping errors reflect the reproducibility of the marker assay and clarity of the
marker genotypes. Multiplex ratio refers to the number of simultaneously assayed
loci. In the case of microsatellites, multiplex ratio indicate the number of loci for
which PCR primers are compatible for multiplex PCR, and their products are distinct
allowing simultaneous analysis on the same gel run.

Heterozygosity (H)

Heterozygosity is a widely used measure of marker informativeness. The informative-
ness of a genetic marker increases as H increases. The heterozygosity of a genetic
marker is estimated by the number of alleles and their relative frequencies. Heterozy-
gosity is a function of the individuals and populations sampled. When individuals are
sampled from genetically narrow or genetically isolated populations, fewer alleles and
a higher frequency of monomorphic loci can be expected than when individuals are
sampled from genetically diverse populations. Heterozygosity is defined with the fol-
lowing formula:

(5.1)

where Pi is the frequency of the ith allele and k is the number of alleles (Nei and Roy-
choudhury 1974, Ott 1992).

Heterozygosity, as its name suggests, is an estimate of probability that a randomly
sampled individual is heterozygous when the individuals are sampled from outbred
populations. For instance, if a microsatellite has three alleles in the population with a
frequency of 10%, 30%, and 60%, H value for this population would be H � 1�(0.12 �
0.32 � 0.62) � 0.54. In other words, assuming random mating, the probability of finding
a random individual in this population to be heterozygous is 54%.

From the above formula, it is obvious that when the number of alleles is given, the
more equal the distribution of all alleles, the greater the H value is; when the allele
frequencies are given, the greater the number of alleles, the greater the H value is.
For instance, if a population contains two alleles of a microsatellite locus with 10%
and 90% frequency each for the two alleles, H value for this microsatellite locus is
0.18. For this microsatellite locus, if the allele frequency of the two alleles is 50%
each, then the H value becomes 0.5. If the population has two alleles, then each of the
two alleles has a frequency of 50% and the H value would be 0.5. If the population has
10 alleles with 10% each, then the H value would be 0.9.

Polymorphic Information Content

Another measure of the marker informativeness in outbred species is the polymor-
phic information content (PIC) (Botstein et al. 1980). PIC is defined by the following
formula:
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In the above example, the population has three alleles with allele frequency of
10%, 30%, and 60%. The PIC value should be calculated as:

(5.3)

Because of the complexities in deriving PIC, for practical purposes in most cases,
H values are used rather than PIC. PIC is always slightly smaller than H, but in most
cases is close enough to H so it would not make a major difference. Interested readers
are referred to Botstein and others (1980) for more information on PIC.

Mean Heterozygosity

Mean heterozygosity is a useful measurement when dealing with multiple markers or
marker types. The mean heterozygosity of n genetic markers is

(5.4)

where Hj is the heterozygosity of the jth genetic marker. Hav can be estimated with or
without monomorphic markers (depending on the context of the analysis). To distin-
guish between the two cases, let Hpav be the mean heterozygosity estimated from
polymorphic markers only and HTav be the mean heterozygosity estimated from poly-
morphic and monomorphic markers. Powell and others (1996) compared the infor-
mativeness and multiplex ratios of RFLP, AFLP, RAPD, and microsatellite markers
in soybeans and proposed estimating the mean heterozygosity of genetic markers by
summing over monomorphic and polymorphic genetic markers when comparing
markers with different multiplex ratios:

(5.5)

where Hj is the heterozygosity of the jth polymorphic genetic marker, np is the num-
ber of polymorphic genetic markers, and p is the percentage of polymorphic markers
(number of polymorphic markers over the sum of the polymorphic and monomorphic
markers).

The Mean Number of Polymorphic Genetic Markers per Assay

The mean number of polymorphic genetic markers per assay is the product of the
mean number of bands per assay and mean heterozygosity:
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where m is the mean number of bands per assay, and HT is the average heterozygosity.
This measurement takes both the heterozygosity and the efficiency of the markers into
consideration. For instance, AFLP is much more efficient in producing polymorphic
bands than RFLP and it has a greater mean number of polymorphic genetic markers
per assay. For example, 10 AFLP primer combinations produce a total of 1,000 bands
(100 per AFLP assay on average) and 10 RFLP marker assays produce a total of 12
bands (8 RFLP probes produce 1 band each, and the other 2 RFLP probes produce 2
bands each). If HT � 0.2 for the AFLP markers and HT � 0.52 for the RFLP markers
(clearly in this case even though the heterozygosity is lower with AFLP markers than
RFLP markers for individual markers), then Pav for the AFLP markers is 20, whereas
that for the RFLP markers is only 0.624. Thus, the AFLP markers are 20/0.624 � 32.05
times more informative than the RFLP markers on a per assay basis. Multilocus finger-
printing techniques such as RAPD and AFLP should have a higher mean number of
polymorphic genetic markers per assay than single locus marker systems such as RFLP
and microsatellites.

Conclusion

Microsatellite markers have been and likely will remain the marker type of choice for
genome research because of their high polymorphism, high abundance, small locus
size, even genomic distribution, and codominance of inheritance. Microsatellites have
the highest heterozygosity among all marker types because of their high number of
alleles. Because most RFLP and SNP markers are regarded as biallelic markers, they
have a maximal heterozygosity value of 0.5 (when the two alleles have equal allele fre-
quencies). RAPD and AFLP are both biallelic dominant markers, and they can have a
maximal heterozygosity of 0.5 as well. Thus, microsatellites are most informative as
genetic markers. This feature makes microsatellites the unique marker system for
identification of individuals such as parentage analysis, as shown in Chapter 8, as well
as the choice of markers for many other types of applications.

The major application of microsatellite markers is for the construction of genetic
linkage and QTL maps. This is also because of the high polymorphic rate of
microsatellite markers. When a resource family is produced, the male and female fish
parents are likely heterozygous in most microsatellite loci. The high polymorphism of
microsatellites makes it possible to map many markers using a minimal number of
resource families.

There are other reasons for the popularity of microsatellites. One of these is
because microsatellites are sequence-tagged markers that allow them to be used as
probes for the integration of different maps including genetic linkage and physical
maps. Communication using microsatellite markers across laboratories is easy, and
use of microsatellite across species borders is sometimes possible if the flanking
sequences are conserved (FitzSimmons et al. 1995, Rico et al. 1996, Leclerc et al.
2000, Cairney et al. 2000). As a result, microsatellites can be used also for compara-
tive genome analysis. If microsatellites can be tagged to gene sequences, their poten-
tial for use in comparative mapping is greatly enhanced.

Development of microsatellite markers has traditionally been conducted by the
development of microsatellite-enriched DNA libraries. However, this may not be the
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most optimal situation for genome research. In most cases, EST and BAC end sequence
resources are needed earlier or later. Therefore, direct investment into resource devel-
opment involving EST and BAC end sequencing may prove to be very effective.
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Chapter 6
Single Nucleotide Polymorphism (SNP)

Zhanjiang Liu

Single nucleotide polymorphism (SNP) describes polymorphisms caused by point
mutations that give rise to different alleles containing alternative bases at a given
nucleotide position within a locus. Such sequence differences due to base substitu-
tions have been well characterized since the beginning of DNA sequencing in 1977,
but the ability to genotype SNPs rapidly in large numbers of samples was not possible
until several major technological advances in the late 1990s. With the development of
the TaqMan technology, gene chip technology, pyrosequencing, and MALDI-TOF,
which is matrix-assisted laser desorption ionization-time of flight mass spectrometry
(Haff et al. 1997, Tost et al. 2005), SNPs are again becoming a focal point in molecular
marker development because they are the most abundant polymorphism in any organ-
ism (as shown in Table 6.1), adaptable to automation, and reveal hidden polymor-
phism not detected with other markers and methods. SNP markers are regarded by
many as the projected markers of choice for the future. In this chapter, I will summa-
rize methods for SNP discovery, review the traditional approaches for SNP genotyp-
ing and their principles, present several major platforms for SNP genotyping using
recently developed technologies, and discuss the pros and cons of SNP markers for
aquaculture genome research.

What Are SNP Markers and Why Are They the Future 
Markers of Choice?

SNP can be defined as base variation at any site of the genome among individuals, or an
alternative base at a given DNA site (Figure 6.1). Single nucleotide polymorphisms are
by no means new. They were noticed ever since DNA was sequenced back in 1977. They
were not used as markers for two decades because of the lack of efficient genotyping
technologies. The differences between alleles of SNPs are very small; the length is the
same, the only difference is one base substitution, most often from A to G, or from C to T.
Separation of such subtle differences requires special technologies. After two decades of
genetic analysis, there are several types of very efficient DNA markers. As pointed out by
Vignal and others (2002) in their review on SNP markers, in terms of genetic information
provided, as simple biallelic codominant markers, SNPs can be considered to be a step
backward when compared to the highly informative multiallelic microsatellites (Middle-
ton et al. 2004, John et al. 2004, Lin et al. 2005, Ma et al. 2005, Thalamuthu et al. 2005).
Why are SNPs regarded as the choice marker system of the future? The major reasons
include the recent need for very high densities of genetic markers for the studies of multi-
factorial diseases (Schaid et al. 2004, Kim et al. 2005, Wilcox et al. 2005, Xiang et al. 2005)
and the recent progress in polymorphism detection and genotyping techniques. Because
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Table 6.1. Estimation of SNP rates in various organisms.

Genome or 	 One SNP 
Organism genes studied Value per DNA References

Human Genome 0.0008 1,250 bp Sachidanandam et al. 2001
Mouse Genome 0.0096 104 bp Abe et al. 2004
Bos taurus and Amyloid 0.019 52.6 bp Konfortov et al. 1999
B. indicus 
Bos taurus and Leptin 0.0026 384 bp Konfortov et al. 1999
B. indicus 
Bos taurus Amyloid 0.0096 104 bp Konfortov et al. 1999
Bos taurus Leptin 0.0023 434 bp Konfortov et al. 1999
Bos taurus Cytokine 0.0022 443 bp Heaton et al. 2001
Chickens 31 kb survey 0.0044 225 bp Schmid et al. 2000
Chickens ESTs 0.00047 2,119 bp Kim et al. 2003
Channel and blue catfish 161 ESTs 0.013 76 bp He et al. 2003

Figure 6.1. SNPs are alternative bases at a given site of DNA.

SNPs represent the ultimate reason for differences among individuals, and their analyses
are most adaptable to automation, they are once again becoming the most popular
molecular markers (Lai et al. 2001, Rafalski et al. 2002).

SNP Discovery

In spite of its increasing popularity as the choice of markers for the future, SNP dis-
covery is a daunting task because as stated in its definition, single nucleotide polymor-
phism discovery depends on sequencing. Several approaches have been used for the
discovery of SNPs in humans and animals. Earlier efforts used approaches such as
single-strand conformation polymorphism (SSCP) analysis (Gonen et al. 1999), het-
eroduplex analysis (Sorrentino et al. 1992), and direct DNA sequencing. However,
several recently developed approaches provide greater efficiencies.

The first option and the simplest is to conduct direct sequencing of genomic poly-
merase chain reaction (PCR) products obtained from different individuals. However,
two factors really limit the use of this strategy. First, this approach requires the use of
locus-specific PCR primers, and when large numbers of loci are involved, this approach
is costly. Second, accurate sequencing of PCR products for the discovery of SNPs can be
a great challenge. Dealing with sequencing ambiguities while attempting to identify



SNPs is not an easy job. Sequencing artifact with double peaks cannot be distinguished
from true heterozygotes. In addition, for many aquaculture species, sequence informa-
tion is limited.

The second strategy involves data mining from Expressed Sequence Tag (EST)
projects, if EST libraries were constructed using multiple individuals. This approach
is realistic because EST resources already exist, or are to be developed for the major-
ity of important aquaculture species. This approach is advantageous in that the SNPs
are coming from genes and many of them can come from coding regions and, there-
fore, the SNPs discovered are Type I markers. Also the coding region SNPs would
allow analysis of association of SNPs with traits for the discovery of the “causing
SNPs” for the traits (Bader 2001, Marnellos et al. 2003, Halldorsson et al. 2004, Stram
2004). However, this approach has major limitations. Because of evolutionary
restraint on mutations in coding regions, SNP rates are generally much lower in cod-
ing regions than in noncoding regions. In addition, in some rare cases, sequence vari-
ation in ESTs may not represent SNPs in the genome due to RNA editing.

The third approach involves data mining from genome sequencing projects.
Sequence comparisons in overlapped bacterial artificial chromosome (BAC)
clone regions can be used for the discovery of SNPs. This approach depends heavily on
genetic background of the DNA used for the construction of BAC libraries. Obviously,
only SNPs that reside within the overlapping BAC regions can be discovered. More
importantly, this approach is not applicable for species without a whole-genome
sequencing project, which is the case currently for almost all aquaculture species.

The fourth approach is called reduced representation shotgun sequencing (RRS)
(Altshuler et al. 2000). This approach is based on the fact that genomic segments of
the same origin with the same size will migrate to the same position in gel elec-
trophoresis. In this approach, DNA from multiple individuals (and in the case of
humans, many individuals from all ethnic groups) is mixed together, cleaved with a
restriction enzyme, and separated on agarose gels. A subset of the genomic digest
contained within a slice of the gel is cloned and subjected to sequencing. A 2–5 fold
shotgun sequencing is conducted to generate overlapping sequences, allowing
sequence alignment and SNP discovery.

Traditional Approaches for SNP Genotyping

Unlike microsatellites, for which genotyping is standard with PCR amplification
and sizing, many approaches have been considered for SNP genotyping. Traditional
methods available for SNP genotyping include direct sequencing, single base sequenc-
ing (reviewed by Cotton 1993), allele-specific oligonucleotide (ASO) (Malmgren et al.
1996), heteroduplex analysis, denaturing gradient gel electrophoresis (DGGE)
(Cariello et al. 1988), SSCP assays (Suzuki et al. 1990), and ligation chain reaction
(LCR) (Kalin et al. 1992). Each approach has its advantages and limitations, but all
are useful for SNP genotyping, especially in small laboratories limited by budget and
labor constraints. Large-scale analysis of SNP markers, however, depends on the
availability of expensive, cutting-edge equipment. Obviously, direct sequencing is the
most accurate way of SNP genotyping, but the cost, efforts, and time requirement
made it impractical.
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Single-base Sequencing (Primer Extension Typing, PET)

Sequence only one base or analyze the primer extension product under conditions only
one base is allowed to be extended. In this procedure, the sequencing primer is designed
with its last base ends one base ahead of the SNP sites. The primer is extended only one
base by using dideoxynucleotide triphosphates (ddNTP). The primer extension product
is then analyzed on a sequencing gel.

Allele-specific Oligo Hybridization (ASO)

This approach uses the principle of reverse Southern blot hybridization. Oligo primers
with SNPs are synthesized and immobilized on a solid support. Genomic DNA is then
amplified and used to hybridize to the oligos. Hybridization is conducted in strictly
controlled temperature regimes so that the perfectly matched oligo hybridizes, but the
oligo with a single mismatch does not.

Single-strand Conformation Polymorphism (SSCP)

SSCP relies on the fact that within a short DNA segment (usually no more than 300
base pairs [bp]), a single base change in the sequence can cause major changes in single-
stranded conformation that is a reflection of the secondary structure of single-stranded
DNA upon hairpin formation and minor base pairings (Figure 6.2). In the procedure,
double-stranded DNA is first generated by PCR, followed by denaturation and forma-
tion of single-stranded structures by self-annealing under relative diluted concentra-
tions that favors formation of single-stranded conformation over annealing between the
two strands. The SSCP is then analyzed on nondenaturing gels.
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Figure 6.2. Schematic presentation of conformational changes due to single base substitu-
tions. Note the conformations drawn are by no means a reflection of a real situation, but just an
illustration of major conformation change. A single nucleotide change by base substitutions can
lead to major changes in conformation of the single-stranded DNA, allowing allelic variations
of SNPs to be differentiated by nondenaturing gel electrophoresis.



Heteroduplex Analysis

This approach relies on the fact that heteroduplexes run slower in gels than the
homoduplexes. Upon amplification of a specific locus, the PCR products are sub-
jected to heteroduplex analysis. In this procedure, the PCR products are first heat-
denatured, and then allowed to re-anneal among strands. Three annealing products
will be formed: two homoduplex representing the two genotypes with the SNP and
one heteroduplex annealed between the molecules with SNP (Figure 6.3). Two types
of heteroduplexes are common. Mutations involving deletions often lead to the for-
mation of a bulge type of heteroduplex that can be readily differentiated on agarose
gels, while base substitutions often lead to the formation of a bulb type of hetero-
duplex that requires a special gel mix to differentiate the heteroduplex from homo-
duplex (Bhattacharyya and Lilley 1989).

Denaturing Gradient Gel Electrophoresis (DGGE)

The principle of this technique is to separate DNA strands, based on their actual base
composition, or the ratio of GC to AT base pairs that make up a particular segment
of DNA. This is accomplished by exposing the DNA to a gradient of denaturant at
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Figure 6.3. The principles of heteroduplex analysis.



elevated temperatures within a polyacrylamide gel. As the DNA sample progresses
through the gel, from a low denaturant concentration to a higher one, it starts to melt
at varying points. This is akin to the DNA “unzipping.” The higher the GC content of
the sample, the harder it is to melt. Thus, the DNA sample is able to progress further
into the gel before stopping. Samples with lower GC content melt more rapidly in
comparison. Therefore, they progress more slowly within the gel, thus becoming sepa-
rated from the other faster-moving strands of DNA.

Ligation-mediated PCR

DNA ligases catalyze covalent joining of two DNA strands on the DNA template at a
nick junction. The strict requirement of a base pair complementarity at the nick junc-
tion has been exploited for development of ligase-based technologies aimed at detec-
tion of sequence variations. After discovery of thermostable ligases, methods employing
amplification of the diagnostic signal through repeated cycles of denaturation, anneal-
ing, and ligation have been developed analogous to PCR. The test is usually performed
by designing two oligonucleotides specific for each allele and labeled differently on one
side of SNP, and one common oligonucleotide on the other. Detection of the alleles can
be performed directly in the microtiter plate wells by colorimetric approaches (Tobe
et al. 1996), or by gel separations.

Recently Developed SNP Genotyping Approaches and Platforms

Several options are available for efficient genotyping using state-of-the-art equipment.
Particularly popular are methods involving MALDI-TOF mass spectrometry (Ross
et al. 1998, Storm et al. 2003), pyrosequencing (Ahmadian et al. 2000, Alderborn et al.
2000, He et al. 2003), TaqMan allelic discrimination (Li et al. 2004), real-time quantita-
tive PCR (Nurmi et al. 2001), and the use of microarray or gene chips (Hacia et al.
1999). Mass spectrometry and microarray technologies require a large investment in
equipment. The equipment for pyrosequencing and quantitative PCR is generally less
than $100,000, and should be more affordable for laboratories working in the area of
aquaculture genetics. Another consideration is the expense of genotyping in relation to
sample sizes. Microarray (gene chip) technology and quantitative PCR are particularly
useful in medical and clinical settings where large numbers of samples (thousands of
individuals per locus) are involved and that can justify the cost involved in the develop-
ment of the gene chips and hybridization probes. Mass spectrometry and pyrosequenc-
ing are relatively cost-effective (after acquisition of the equipment) when working with
relatively small sample sizes (e.g., hundreds of individuals per locus), as is most likely
the case in aquaculture research.

In addition to these major platforms, several recently developed SNP genotyping
systems are particularly adaptable for situations involved in aquaculture genomics.
The SnapShot SNP detection system and the invader assay are especially attractive
because of their ease to automation. The principles of several SNP genotyping sys-
tems are described below.
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TaqMan Technology

TaqMan technology integrates a PCR-based assay with laser scanning technology to
excite fluorescent dyes present in the specially designed TaqMan probes. Its use in SNP
genotyping is based on allele-specific hybridization. Briefly, the method is based on the
5�-3� exonuclease activity of the Taq DNA polymerase that results in cleavage of the
TaqMan probes, allowing fluorescence to be emitted during PCR; the intensity of fluo-
rescence is then measured by a Sequence Detection System. The TaqMan probe is
located between the two PCR primers and has a melting temperature 10°C higher than
that of the primers; binding of the TaqMan probe prior to the primers is crucial because
without it PCR products would be formed without generation of fluorescence intensity
and thus without being detected. The TaqMan probe has two fluorescent tags attached
to it. One is a reporter dye, such as 6-carboxyfluorescein (FAM), which has its emission
spectra quenched due to the spatial proximity of a second fluorescent dye, 6-carboxy-
tetramethyl-rhodamine (TAMRA). Degradation of the TaqMan probe, by the Taq
DNA polymerase, frees the reporter dye from the quenching activity of TAMRA and
thus the fluorescent activity increases with an increase in cleavage of the probe, which
is proportional to the amount of PCR product formed (Figure 6.4). For SNP detection,
two TaqMan probes are designed with one for each allele, and they are labeled with dif-
ferent fluorescent dye (e.g., VIC dye is linked to the 5’ end of the Allele 1 probe. FAM
dye is linked to the 5� end of the Allele 2 probe). Taq DNA polymerase cleaves only
probes that are hybridized to the target. Mismatches between a probe and target
reduce the efficiency of probe hybridization. Furthermore, DNA polymerase is more
likely to displace a mismatched probe without cleaving it, which does not produce a
fluorescent signal.

The Invader Assay

The invader assay enables simultaneous detection of two different alleles (e.g., Ryan
et al. 1999, Kwiatkowski et al. 1999, Cooksey et al. 2000, Hsu et al. 2001). Two oligonu-
cleotide probes (an allele-specific primary probe and an invader probe) hybridize in
tandem to the target DNA to form a specific overlapping structure (Figure 6.5). The
5�-portion of the primary probe contains a 5�-Flap that is noncomplementary to the tar-
get DNA and therefore cannot hybridize to the target sequence. The 3�-end of
the invader probe overlaps the primary probe by a single base at the SNP site. A cleav-
age enzyme (Flap endonuclease I) recognizes the overlapping structure and cleaves the
5�-Flap on the primary probe at the base of the overlap releasing it as a target specific
product. If the probe does not hybridize perfectly at the site of interest, no overlapping
structure is formed, no cleavage occurs, and the target-specific product is not released.

The invader assay consists of two primary probes and two invader probes, with
each set of primary probes and invader probes specific to Allele 1 or Allele 2, respec-
tively, generating two target-specific products.

The target specific 5�-Flap oligos are involved in a secondary reaction for quantifica-
tion of the fluorescent signals. The released target-specific 5�-Flap oligos act as invader
probes on a fluorescent resonance energy transfer (FRET) cassette leading to the for-
mation of an overlapping structure that is recognized by the cleavage enzyme. When the
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Figure 6.4. The TaqMan 5�-3� nuclease assay. PCR primers 1 and 2 and a TaqMan probe,
labeled with a reporter dye, FAM, (R) and a quencher dye, TAMRA, (Q), bind to the DNA
template. The 3� phosphate group (P) prevents extension of the TaqMan probe. The presence
of the enzyme, Taq polymerase, enables extension of the primer which displaces the TaqMan
probe. The displaced probe is cleaved by Taq DNA polymerase resulting in an increase in rela-
tive fluorescence of the reporter.

FRET cassette is cleaved, a fluorophore is released from a quencher, generating a
fluorescence signal. There are two signal fluorophores attached to two different FRET
cassettes that are spectrally distinct and specific to either allele of the biallelic system.
The ratios of the two fluorescent signals then allow a genotype to be assigned.

MALDI-TOF Mass Spectrometry Platform

SNP genotyping using MALDI-TOF mass spectrometry involves PCR of the SNP
region, annealing of a primer immediately ahead of the mutation spot, primer exten-
sion using dideoxy nucleotides, and mass spectrometric analysis based on molecular
size of the primer extension products (Lawrence et al. 1997). It is one of the most effi-
cient SNP genotyping methods and can perform 60,000 genotypes a day.

DNA Chip Platform for SNP Genotyping

Genotyping of SNP using the DNA chip technology can be viewed as the very high
density of allele-specific oligo analysis as discussed above. A DNA chip is a small
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Figure 6.5. A schematic presentation of the invader assay of SNPs. (Also see color plate.)

piece of silicon glass (approximately 1 cm2) to which a large number of synthetic,
single-stranded DNA oligonucleotides (“oligos”) have been chemically bonded. Oli-
gos function as DNA probes. They anneal selectively only to those DNA molecules
whose nucleotide sequences are exactly complementary—T pairs with A, and G with
C. Therefore, they can be used to identify the presence of specific DNA sequences in
a heterogeneous mixture of genes. DNA chips can be used to look for DNA
sequences that differ by SNPs. To determine which alleles are present, genomic DNA



from an individual is isolated, fragmented, tagged with a fluorescent dye, and applied
to the chip. The genomic DNA fragments anneal only to those oligos to which they
are perfectly complementary.

The Beadarray Platform (The GoldenGate Assay)

Very recently, a Beadarray platform was developed by Illumina (Fan et al. 2003). As this
platform provides the greatest flexibility, has the highest troughput, and is one of the
most economical platforms (pennies per genotype), the Illumina’s GoldenGate assay
has become the most popular large-scale SNP assay. The allele discrimination at each
SNP locus is achieved by using three oligos (P1, P2, and P3, each is tailed at 5� with
sequence A, B, and C, respectively, serving as universal primers for PCR), of which P1
and P2 are allele-specific and are Cy3- and Cy5-labeled. P3 is locus-specific designed
several bases downstream from the SNP site. If the template DNA is homozygous,
either P1 or P2 will be extended to meet P3; if the template is heterozygous, both P1 and
p2 will be extended to meet P3, allowing ligation to happen. Upon ligation, the artificial,
allele-specific template is created for PCR using universal primers. P3 contains a unique
address sequence that targets a particular bead type with a complementary sequence to
the address sequence. After downstream-processing, the single-stranded, dye-labeled
DNAs are hybridized to their complement bead type through their unique address
sequences. After hybridization, the BeadArray Reader is used to analyze flourescence
signal on the Sentrix Array Matrix or Beadchip, which is in turn analyzed using software
for automated genotype clustering and calling. Most recently, an even higher through-
put system called iSelect Infinium Custom Genotyping was launched by Illumina, allow-
ing tens of millions of genotypes to be determined simultaneously. Although the
equipment performing the GoldenGate and iSelect assays are expensive, genotyping
services are available. Interested readers are referred to the company’s web site
(http://www.illumina.com/). Undoubtedly, such efficient systems will have a tremen-
dous impact on aquaculture genome research as well as on medical genomics.

Inheritance of SNP Markers

Theoretically, a SNP within a locus can produce as many as four alleles, each contain-
ing one of four bases at the SNP site—A, T, C, and G. Practically, however, most SNPs
are usually restricted to one of two alleles (quite often either the two pyrimidines C/T
or the two purines A/G) and have been regarded as biallelic. They are inherited as
codominant markers in a Mendelian fashion. Obviously, their polymorphic informa-
tion content (PIC) is not as high as multiallele microsatellites, but this shortcoming is
balanced by their great abundance.

Conclusion

With so many approaches for SNP discovery and genotyping, it is not easy to determine
the best approach. It all depends on the situation and objectives. Clearly, the genome
of a large number of aquaculture species will not be sequenced and therefore, SNP
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discovery in aquaculture species likely will come in the form of data mining using ESTs
and BAC end sequences, although limited efforts using targeted PCR or reduced RSS
are possible.

SNPs can be genotyped with a wide range of techniques and instrumentations, from
small-scale, low-budget to expensive high-throughput systems. For SNP genotyping, the
greatest determinants of the genotyping platform depend on the availability of equip-
ment. Given the availability of the equipment, considerations can be made based on
budget, number of markers, number of individuals, and the requirement for robustness.
In spite of its current low levels of application in aquaculture genome research, SNP
markers should gain in popularity as more and more sequence information becomes
available in aquaculture species. Equally important, once the genetic linkage maps are
well constructed, genome scans for quantitative trait loci (QTL) are expected to follow,
in order to study traits important to aquaculture, which then depends on the use of well-
defined association analysis. Because SNP markers are great markers for the analysis of
trait-genotype associations, their application to aquaculture will become essential. It
may be the case that a few laboratories working in aquaculture genomics will be able to
map a large number of SNPs to genetic maps, saving the trouble for most other labora-
tories that can concentrate on studies involving biology and aquaculture traits.
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Chapter 7
Allozyme and Mitochondrial DNA Markers

Huseyin Kucuktas and Zhanjiang Liu

In the first five chapters of this section, various marker systems were discussed including
restriction fragment length polymorphism (RFLP), random amplification of polymor-
phic DNA (RAPD), amplified fragment length polymorphism (AFLP), microsatellites,
and single nucleotide polymorphisms (SNP) that are all important to aquaculture
genome research. Here we present two additional types of markers—the allozyme
markers and the mitochondrial DNA markers. In spite of the very limited uses of
these two types of markers for the purpose of genome research, they have been among
the most popular markers in aquaculture and fishery research in the past.

Allozyme Markers

Genetic diversity measurements in aquaculture stocks are an essential part of an effec-
tive management strategy. Historically, these measurements relied on phenotypic or
qualitative markers that were used in classical genetics. Morphological differences such
as body dimensions, size, and pigmentation are some examples of phenotypic markers.
Genetic diversity measurements based on phenotypic markers are often indirect, and
inferential through controlled breeding and performance studies (Okumus and Ciftci
2003, Parker et al. 1998). Because these markers are polygenically inherited and have
low heritabilities, they may not represent the true genetic differences (Smith and
Chesser 1981). Only when the genetic basis for these phenotypic markers is known, can
some of them be used to measure genetic diversity. Molecular markers were developed
to overcome problems associated with phenotypic markers.

Many types of molecular markers are currently available to use in both aquaculture
and population genetics. These markers can be categorized in two types: protein and
DNA markers (Okumus and Ciftci 2003). In terms of variation source, on the other
hand, they are classified into three groups: allozyme markers, mitochondrial DNA
markers, and nuclear DNA markers. Allozymes are protein products of genes that are
encoded by a single gene locus. Since they represent genes of known function, they
are considered to be Type I markers (Liu and Cordes 2004).

The term “isozyme” refers to multiple biochemical forms of an enzyme having iden-
tical substrate specificity (or the same catalytic activities) within the same organism.
“Allozymes” or “allelic isozymes” are the different allelic forms of the same enzymes
encoded at the same locus (Hunter and Market 1957, Parker et al. 1998, May 2003).
Strictly speaking, allozymes represent different allelic forms of the same gene and
isozymes represent different genes whose products catalyze the same reaction. How-
ever, the two terms are usually used interchangeably. The variation detected in
allozymes may be the result of point mutations, insertions, or deletions (indels). It is
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believed that isozymes usually form as a result of gene duplication; however, there may
be other events (hybridization, polyploidization) that lead to the formation of isozymes.

The most common use of allozyme electrophoresis is to detect genetic variation in
natural populations. In the last 30 years, large amounts of allelic frequency data were
collected from many fish species for management purposes. Although use of allozyme
data in aquaculture appears to be limited compared to population studies in fisheries,
the aquaculture industry has long used this information for its development because
aquaculture and fisheries can not be separated from each other (Dunham 2004).
Allozyme electrophoresis in aquaculture is used for stock identification, parentage
analysis, inbreeding analysis, and limited genetic mapping (Liu and Cordes 2004).

Some Considerations Related to Allozyme Analysis

In most cases, sampling for allozyme analysis is lethal. Most commonly used tissues in
allozyme electrophoresis for analyzing the full range loci are muscle, liver, eye, and
heart samples that are freshly obtained from individual fish. Since enzymes are heat
labile, samples are either immediately processed and analyzed or properly frozen.
Sample preparation requires each tissue to be mechanically ground in a buffer, but a
sonicator can also be used for this purpose. However, heat generated during the soni-
cation process often yields poor resolution due to enzyme degradation. Because many
enzyme loci are used to detect genetic variability in fisheries and aquaculture, we will
not provide detailed descriptions of the allozyme assays, but rather provide a compre-
hensive list of the most frequently used allozymes (Table 7.1) with linkage to Internet
sources containing detailed descriptions and references.

Commonly used support media in allozyme electrophoresis are starch, cellulose
acetate, acrylamide, and agarose. With the consideration for cost, resolving power,
and electrophoresis time, starch gels are the most often used medium of support.

There is no single buffer system that will give a desirable resolving power with
starch electrophoresis. Every enzyme has its own optimal buffer systems. Interested
readers are referred to three published books on isozymes (Pasteur et al. 1987, Morizot
and Schmidt 1990, Richardson et al. 1986). These books are excellent sources of
information related to isozyme analysis.

Genotyping of allozyme gels can be complicated at times. Individual genotypes at
each locus are inferred from the banding patterns observed on the gels. Allele nomen-
clature and the locus identification in allozyme electrophoresis used in aquaculture
are based on the relative mobility of the proteins (Shaklee et al. 1990). Before using
electrophoretic data for genetic variation analysis, breeding data must be used to ver-
ify observed variation (Wolf et al. 1970). The variation detected by electrophoretic
data may not be limited to true genetic variation. In some exceptional cases, patterns
on the gels do not always fit the simple Mendelian inheritance. One of the complica-
tions is the presence of null alleles (Stoneking et al. 1981). The second one is the
sample artifact due to improper storage and processing. Some enzyme systems may
give different banding patterns due to pathological or environmental differences. The
pattern detected after gel staining depends on the quaternary structure of the
enzyme. Diploid organisms have two copies of each gene—one maternal, the other
paternal. However, in some cases there may be multiple copies of the same enzyme
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Table 7.1. List of enzymes or other protein loci used in fish genetic research. The most com-
monly used enzymes were indicated with gray shading. The list was compiled from Shaklee et al.
1990 and BRENDA enzyme database (http://brenda.bc.uni-koeln.de/) (Schomburg et al. 2004).
*Gene functions are described in the Gene Ontology Web page (http://www.geneontology.org/).
By using either the E. C. number or the enzyme name, one can obtain more information including
related literature.

E. C. Gene ontology 
Enzyme or protein name number Abbreviation number*

beta-N-acetylgalactosaminidase 3.2.1.53 bGALA -
beta-N-acetylhexosaminidase 3.2.1.30 bGLUA 16231
Acid phosphatase 3.1.3.2 ACP 3993
Aconitate hydratase 4.2.1.3 AH 3994
Adenine phosphoribosyltransferase 2.4.2.7 APRT 3999
Adenosine deaminase 3.5.4.4 ADA 46936
Adenosine kinase 2.7.1.20 ADK 4001
Adenylate kinase 2.7.4.3 AK 4017
Alanine transaminase 2.6.1.2 ALAT 4021
Alcohol dehydrogenase 1.1.1.1 ADH 4025
Alkaline phosphatase 3.1.3.1 ALP 4035
alpha-Amylase 3.2.1.1 aAMY 4556
alpha-N-arabinofuranosidase 3.2.1.55 aARAF 46556

Aspartate aminotransferase 2.6.1.1 AAT 4069
Carbonate dehydratase 4.2.1.1 CAH 4089
Carboxylesterase 3.1.1.1 ESTD 16789
Catalase 1.11.1.6 CAT 4096
Creatine kinase 2.7.3.2 CK 4111
6,7-dihydropteridine reductase 1.5.1.34 DHPR 4155
Dipeptidase 3.4. -.- PEPA
Esterase 3.1.1. - EST -
Fructose bisphosphatase 3.1.3.11 FBP 42132
Fructose-bisphosphate aldolase 4.1.2.13 FBALD 4332
alpha-L-Fucosidase 3.2.1.51 aFUC 4560
Fumarate hydratase 4.2.1.2 FH 4333
Galactokinase 2.7.1.6 GALK 4335
alpha-Galactosidase 3.2.1.22 aGAL 4557
beta-Galactosidase 3.2.1.23 bGAL 9341
General (unidentified) protein - PROT -
Glucose 1-dehydrogenase 1.1.1.47 GDH 47936
Glucose-6-phosphate 1-dehydrogenase 1.1.1.49 G6PDH 4345
Glucose-6-phosphate isomerase 5.3.1.9 GPI 4347
alpha-Glucosidase 3.2.1.20 aGLU 4558
beta-Glucosidase 3.2.1.21 bGLU 8442
beta-Glucuronidase 3.2.1.31 GUS 4566
Glutamate dehydrogenase 1.4.1.- GLUDH -
Glutamate-ammonia ligase 6.3.1.2 GLAL 4356
Glutathione-disulfide reductase 1.8.1.7 GR 4362
Glyceraldehyde-3-phosphate 1.2.1.12 GAPDH 8943

dehydrogenase (phosphorylating)
Glycerate dehydrogenase 1.1.1.29 GLYDH 8465

(Continued)
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E. C. Gene ontology 
Enzyme or protein name number Abbreviation number*

Glycerol-3-phosphate 1.1.1.8 G3PDH 4367
dehydrogenase (NAD+)

Guanine deaminase 3.5.4.3 GDA 8892
Guanylate kinase 2.7.4.8 bGUK 4385
Hekokinase 2.7.1.1 HK 4396
Hemoglobin - HB -
Hydroxyacylglutathione hydrolase 3.1.2.6 HAGH 4416
3-Hydroxybutyrate dehydrogenase 1.1.1.30 HBDH 3858
Hypoxanthine phosphoribosyltransferase 2.4.2.8 HPRT 4422
Inorganic pyrophosphatase 3.6.1.1 PP 4427
Lactoylglutathione lyase 4.4.1.5 aLGL 4462
L-iditol dehydrogenase 1.1.1.14 sIDDH 3939
L-Lactate dehydrogenase 1.1.1.27 LDH 4459
lsocitrate dehydrogenase (NADP+) 1.1.1.42 IDHP 4450
Malate dehydrogenase 1.1.1.37 MDH 30060
Malate dehydrogenase (decarboxylating) 1.1.1.39 ME 4471
Malate dehydrogenase 1.1.1.38 ME 16619

(oxaloacetate-decarboxylating)
Malate dehydrogenase 1.1.1.40 MEP 4473

(oxaloacetate-decarboxylating) (NADP+)
Mannose-6-phosphate isomerase 5.3.1.8 MPI 4476
alpha-Mannosidase 3.2.1.24 sMAN 4559
Nucleoside-phosphate kinase 2.7.4.4 NPK (UMPK) 50145
Nucleoside-triphosphate diphosphatase 3.6.1.19 NTP 47429
Octanol dehydrogenase 1.1.1.73 ODH 4552
Ornithine carbamoyltransferase 2.1.3.3 OTC 9348
Parvalbumin - PVALB -
Peptidase-C 3.4. -. - PEPC
Peptidase-S 3.4. -. - PEPS
6-phosphofructokinase 2.7.1.11 PFK 3872
Phosphoglucomutase 5.4.2.2 PGM 4614
Phosphogluconate dehydrogenase 1.1.1.44 6PGDH 4616

(decarboxylating)
Phosphoglycerate kinase 2.7.2.3 PGK 4618
Phosphoglycerate mutase 5.4.2.1 PGAM 46538
Phosphoglycolate phosphatase 3.1.3.18 PGP 8967
Phosphopyruvate hydratase 4.2.1.11 ENO 4634
Proline dipeptidase 3.4.13.9 PEPD 4251
Purine-nucleoside phosphorylase 2.4.2.1 PNP 4731
Pyruvate kinase 2.7.1.40 PK 4743
Superoxide dismutase 1.15.1.1 SOD 16954
Thymidine kinase 2.7.1.21 TK 4797
Transferrin - TF -
Triose-phosphate isomerase 5.3.1.1 TPI 4807
Tripeptide aminopeptidase 3.4.11.4 PEPB 45148
Tyrosine transaminase 2.6.1.5 TAT 4838
UDP-glucose-hexose-1-phosphate 2.7.7.12 UGHUT 8108

uridylyltransferase

Table 7.1. (Continued)



gene due to genome or gene duplication (especially in fish). An active allozyme may
have more than one subunit, and both allelic forms may result in polymeric bands.
These pose a great challenge in gel scoring. Assuming the subunits of enzymes
detected combine in a random fashion (Utter et al. 1974), the simplest allozyme pat-
tern with a single polypeptide chain (monomer) yields three possible genotypes: AA,
AB, and BB. However, interpretation becomes much more complex when multimeric
enzymes composed of two or more subunits are involved (Figure 7.1). Glucose-6-
phosphate isomerase (GPI) enzyme in brook trout Salvelinus fontinales is a good
example of tetraploidization and the confusing nature of gel scoring. Although GPI is
a dimeric enzyme, the banding pattern in gel presented in Figure 7.2 does not fit the
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Figure 7.1. Allozyme patterns commonly observed in fishes showing a co-dominant fashion of
diallelic forms. In a monomeric case, a homozygous sample with allele A should produce one
band (genotype AA); similarly, a homozygous sample with allele B also produces one band
(genotype BB); however, the heterozygous sample should produce two bands (genotype AB).
In a dimeric case, the homozygous samples produce only one band (AA or BB), but a heterozy-
gous sample produces three bands (AA homodimer, BB homodimer, and AB heterodimer). In
a tetrameric case, the situation is more complex: homozygous samples produce only one band,
AA or BB; heterozygous samples produce five bands with various intensities depending on
their proportion in the sample: A4 homotetramer, A3B heterotetramer, A2B2 heterotetramer,
AB3 heterotetramer, and B4 homotetramer.

Figure 7.2. Glucose-6-phosphate isomerase (GPI) enzyme in brook trout Salvelinus fonti-
nales. Sample #19 is homozygous at both loci, #13, #14, and #15 are homozygous at one and
heterozygous at the other loci, and #10 is heterozygous at both loci. Note the hybrid band
between duplicated loci and GPI-C*.

GPI-C*

GPI-A,B*

56/56
19/56

1 2 7 9 11 12 13 14 15 16 17 18 191083 4 5 6

19/100
56/5656/56 56/56

56/5656/10056/100
56/100



simple three banding pattern for a dimeric enzyme. On the other hand, a careful
examination of this gel shows the duplicated nature of the enzyme. Therefore, great
caution should be exercised in scoring allozyme gels.

The frequency of alleles can be calculated from the allozyme banding patterns.
Allele and genotype frequencies and the relevant descriptive statistics are calculated
using a variety of computer programs. BIOSYS (Version 1.7) (Swofford and Selander
1981) is the most commonly used program to analyze allozymes data in fish. The pro-
gram can be used for allele frequency and genetic variability computations to test for
Hardy-Weinberg equilibrium to determine substructuring, for linkage disequilibrium,
calculations for F-statistics (Weir and Cockerham 1984), similarity and distance analysis
(Nei 1978), and for construction of phenograms using cluster analysis (Rogers 1972).
There are many other programs available to use in analyzing allozymes data. An exten-
sive list of programs that are used for population genetics can be found at http://
evolution.genetics.washington.edu/phylip/software.html.

Applications and Limitations of Allozyme Markers

Allozymes have wide applications in fisheries and aquaculture including population
analysis, mixed stock analysis, and hybrid identification. In spite of limited numbers of
loci, compared to other genetic tools, allozyme analysis had the most profound effect on
fisheries science (May 2003). For example, inbreeding is the major concern for the
aquaculture industry. Using genetic variation measured by the allozyme electrophore-
sis, relative degrees of inbreeding can be estimated by average heterozygosity compar-
isons in different broodstocks (Allendorf and Phelps 1981, Liu and Cordes 2004).
Although allozyme studies did not find common application in marker assisted selec-
tion, correlations between certain allozyme markers and performance traits has been
reported (Hallerman et al. 1986). Similarly, due to the limited number of polymorphic
loci available, use of these markers in linkage mapping in fish is limited (Pasdar et al.
1984, May and Johnson 1993, Morizot et al. 1994). Allozyme data are also used in
hybrid systems. First generation hybrids (F1) and later generation hybrids can be identi-
fied with a certain degree of probability if there are enough markers available (Avise
and Van den Avyle 1984). One of the most common applications of allozyme data has
been the use of mixed stock analysis, especially in salmonids (May 2003, Koljonen and
Wilmot 2005). The effects of hatchery reared stocks of brown trout (Salmo trutta) and
rainbow trout (Oncorhynchus mykiss) with the wild populations from which they were
originated was studied by comparing the allozyme variation by Ferguson and others
(1991). Use of allozyme markers in aquaculture also includes the genetic monitoring at
the hatchery populations by establishing a monitoring program (Pérez et al. 2001).

The major drawback of allozyme analysis is the necessity for a large amount of fresh
or frozen tissue samples. This often requires lethal sampling especially if the full array of
allozyme markers are to be studied. Furthermore, although allozymes represent actual
gene products, they often measure a very small portion of the genomic variation
because a limited number of loci are involved (Utter et al. 1987). Mutation at the DNA
level that causes a replacement of a similarly charged amino acid may not be detected
by allozyme electrophoresis. Although very cheap and technically easy, the number of
allozyme loci and the polymorphism is low (Agnese et al. 1997). These drawbacks will
seriously limit the applications of allozymes for genome studies.
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Mitochondrial DNA Markers

Mitochondria are the energy factory of living cells. Unlike the rest of the cellular func-
tions that are determined by the nuclear DNA, these organelles have their own
double-stranded circular DNA, known as mitochondrial genome (mtDNA). The size
of the mitochondrial genome in animals varies among different organisms, but typi-
cally the number is around 16,000–19,000 base pairs (bp) in teleost fish (Table 7.2).
Animal mitochondrial genome encodes 13 proteins, 2 ribosomal RNAs, and 22 trans-
fer RNAs (Boore 1999). These genes are highly packed on the mitochondrial genome
without introns (Burger et al. 2003). In addition to these genes, a highly variable con-
trol region, known as the D-loop (displacement loop) serves as the heavy-strand repli-
cation origin (Harrison 1989, Parker et al. 1998).
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Table 7.2. List of selected aquaculture species whose mtDNA is sequenced, mtDNA size, and
GenBank accession numbers.

Fish name Size bp Accession # Reference

Anguilla japonica (Japanese eel) 16,685 NC_002707 Inoue et al. 2001
Conger myriaster (conger eel) 18,705 NC_002761 Inoue et al. 2001
Ictalurus punctatus (channel catfish) 16,497 NC_003489 Waldbieser et al. 2003
Cyprinus carpio (common carp) 16,575 NC_001606 Chang et al. 1994
Carassius auratus (goldfish) 16,579 NC_002079 Murakami et al. 1998
Danio rerio (zebrafish) 16,596 NC_002333 Broughton et al. 2001
Salmo salar (Atlantic salmon) 16,665 NC_001960 Hurst et al. unpublished
Oncorhynchus mykiss (rainbow 16,642 NC_001717 Zardoya et al. 1995

trout)
Gadus morhua (Atlantic cod) �10,000 Not available Johansen et al. 1990
Oncorhynchus tshawytscha 16,644 NC_002980 Bernales et al. unpubished

(chinook salmon)
Salvelinus alpinus (arctic char) 16,659 NC_000861 Doiron et al. 2002
Crassostrea virginica (eastern 17,242 NC_007175 Milbury and Gaffney 2005

oyster)
Oreochromis mossambicus 16641 NC_007231 Chen et al. unpubished

(Mozambique tilapia)
Tetraodon nigroviridis (green- 16462 NC_007176 Yue et al. unpubished

spotted freshwater pufferfish)
Penaeus monodon (tiger prawn) 15984 NC_002184 Wilson et al. 2000
Scomber scombrus (Atlantic 16560 NC_006398 Takashima et al. 

mackerel) unpublished
Oryzias latipes (Japanese medaka) 16714 NC_004387 Miya et al. 2003
Esox lucius (northern pike) 16695 NC_004593 Ishiguro et al. 2003
Pagrus major (red seabream) 17031 NC_003196 Miya et al. 2001
Plecoglossus altivelis (ayu-fish) 16,537 NC_002734 Ishiguro et al. 2001
Salvelinus fontinalis (brook trout) 16,624 NC_000860 Doiron et al. 2002
Coregonus lavaretus (common 16,737 NC_002646 Miya and Nishida (2000)

whitefish)
Takifugu rubripes (pufferfish) 16,442 NC_004299 Elmerot et al. 2002



Background and Principles

Mitochondrial genome evolves more rapidly than the nuclear genome. The rapid evo-
lution of the mtDNA makes it highly polymorphic within a given species. The polymor-
phism is especially high in the control region (D-loop region), making the D-loop
region highly useful in population genetic analysis. Since recombination is a rare event
in mtDNA, common ancestry studies could be done with mtDNA analysis (Avise
1994). However, recent reports have indicated that recombination does occur in
mtDNA (Harrison 1989, Rokas et al. 2003, Guo et al. 2006), but new genotypes could
not be observed because recombination of identical mtDNA molecules should pro-
duce the same molecules (homoplasmy) (Maoguolas 2005). Therefore, mutations in
mtDNA can be detected, but recombination of mtDNA most often cannot be noticed.

Mitochondrial DNA is maternally inherited for the most part, but there are reports
of paternal leakage during fertilization (Birky et al. 1989). Each cell contains a vari-
able number of mitochondria ranging from a few hundred to more than 10,000 mito-
chondria per cell depending on the cell types. The cells of the brain, the skeletal and
heart muscles, and the eye contain the highest number of mitochondria (as many as
10,000 per cell) while the skin cells, which do not require much energy, contain only a
few hundred of them. In spite of a large variation of mitochondria per cell, each mito-
chondrion contains a constant number of mtDNA molecules (Robin and Wong 1988).
Since there are multiple copies of mtDNA per cell, many copies of them are transmit-
ted to each offspring.

A variant mtDNA molecule transmitted to the offspring will cause heteroplasmy,
or presence of two types of mtDNA in an organism. Variations in mtDNA are caused
by mutations. Partitioning of different types of mtDNA into a single oocyte would
result in heteroplasmy. For example, heteroplasmy detected in Milkfish (Chanos
chanos) is attributed to both the 41 bp tandem repeat structure and the 48 bp indel at
the control region of the mtDNA (Ravago et al. 2002). In addition to the hetero-
plasmy caused by mutations, high rates of heteroplasmy can also be caused by pater-
nal mtDNA leakage (Kaneda et al. 1995, Ballard et al. 2005).

Due to the high levels of polymorphism and the ease of mitochondrial DNA analysis,
mtDNA has been widely used as markers in aquaculture and fisheries settings. As dis-
cussed above, the non-Mendelian inheritance greatly limits the applications of mtDNA
for genome research. However, as an identification tool often used in aquaculture,
mtDNA can be used as a supplemental tool for aquaculture genome research. Here we
will briefly describe the principles behind the wide application of mtDNA markers.

Mitochondrial DNA analysis is actually a restriction fragment length polymorphism
(RFLP) analysis, as discussed in Chapter 2, except that the target molecule is mtDNA
rather than nuclear genomic DNA (Liu and Cordes 2004). The high levels of polymor-
phism, the maternal inheritance, and the relatively small size of mtDNA make the
RFLP analysis using mtDNA one of the easiest methods for many population studies
(Okumus and Ciftci 2002, Liu and Cordes 2004, Billington 2003). The RFLP polymor-
phism detected in mtDNA is usually caused by a gain or loss of restriction sites. For
example, striped bass (Morone saxatilis) exhibits a site loss or gain at Xba I restriction
site, causing an RFLP polymorphism that could easily be detected with polymerase
chain reaction (PCR) amplification of the polymorphic region followed by Xba I
restriction digestion. However, polymorphism could also be caused by insertions or
deletions leading to a length variation of mtDNA (Ravago et al. 2002). In this case,
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electrophoresis of PCR products in the region should provide information on mtDNA
haplotypes (Billington 2003).

mtDNA Analysis

Analysis of mtDNA polymorphism has become a useful genetic tool for studies
of genetic divergence within and among populations (Avise 1994). Because mtDNA
shows considerable variation among individuals, it is regarded as an effective marker for
population structure and geographic variations. Distinct mtDNA lineages have been
detected in many freshwater fishes in different parts of their species ranges. Because
only half of the population (assuming 1:1 sex ratio) passes on their mtDNA to their
offspring, effective population size for mtDNA is smaller than that of nuclear DNA
(Harrison 1989).

Early studies using mtDNA analysis relied on purified mtDNA before the inven-
tion of PCR. Back in the 1970s and 1980s, the available molecular markers included
allozymes, few RFLP, and mtDNA. In aquaculture species, RFLP markers were quite
rare at that time. Most studies of natural populations have found greater genetic
diversity in mtDNA compared to that revealed by allozyme electrophoresis. Lack of
diversity with allozyme markers in striped bass, walleye, and many other fish species
was the driving force for different laboratories to use mtDNA analysis to search for
more genetic diversity in a variety of fish in the United States in the 1970s to 1980s
(Wirgin et al. 1991, 1997; Billington and Herbert 1988). Initial studies done with
mtDNA analysis were performed with a whole mtDNA molecule. 

Mitochondrial DNA isolation was carried out by first purifying the mitochondria
from the tissues containing high amounts of mitochondria, usually liver and gonadal
tissues, and extraction of mtDNA from tissue lysates using density gradient centrifu-
gation (Chapman and Brown 1990, Billington and Herbert 1988). A number of 4 and
6 base-cutter restriction endonucleases were used to digest the whole mtDNA
molecule to search for fragment length polymorphisms using electrophoresis. The
number and size of fragments obtained after digestion and electrophoresis produced
a “haplotype.” The comparison of haplotypes from several individuals is considered
to be representative of the nucleotide differences of their whole mtDNA sequences
because of the inferred restriction site loss at certain regions due to mutations
(Maogulas 2003).

After the availability of PCR technology, RFLP analysis of the PCR-amplified
regions of the mtDNA, rather than using the whole mtDNA, greatly improved
mtDNA analysis. There is no need to purify the mtDNA for PCR; a simple total DNA
extracted with a commercial kit is sufficient. Most often, the D-loop region is ampli-
fied by PCR, and then analyzed by RFLP. In some cases, other coding regions such as
ND3, ND4, ND5, ND6, 12S, and 16S RNA regions of the mtDNA were also used
(Merker and Woodruff 1996, Nielsen et al. 1998, Wirgin et al. 1997). Whether or not
the PCR products need to be digested depends on the nature of the mtDNA RFLP.
If the polymorphism is caused by length difference due to insertion or deletion, no
restriction digestion is needed. After PCR amplification, the amplicon is analyzed
directly by gel electrophoresis. If the polymorphism is caused by gain or loss of restric-
tion site, the PCR amplicon needs to be digested by the restriction enzyme, and then
analyzed by gel electrophoresis.
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Applications, Data Analysis, and Limitations

Mitochondrial DNA markers have been used extensively to analyze genetic variation
in several different aquaculture species including striped bass (Wirgin et al. 1991,
Garber and Sullivan 2006), channel catfish (Waldbieser et al. 2003), walleye (Merker
and Woodruff 1996), salmonids (Nielsen et al. 1998, Crespi and Fulton 2004), red
snapper (Pruett et al. 2005), and bluegill (Chapman 1989). Data analysis in mtDNA
studies include determining the number of mtDNA haplotypes, calculating the haplo-
type frequencies, and nucleotide diversity. Various computer programs such as Arle-
quin (Schneider et al. 2000), (http://anthro.unige.ch/arlequin/) and TFPGA (Miller
1997) (http://www.marksgeneticsoftware.net/tfpga.htm) are available to perform
these analyses. A review by Labate (2000) describes the attributes of several software
applications for population genetic analysis.

There are two major drawbacks of mtDNA markers. One is the non-Mendelian
inheritance of mtDNA, and the second is the proportion of the total genomic varia-
tion one can observe with mtDNA alone. Additionally, mtDNA markers are subject
to similar problems that exist for other DNA-based markers. For example, in back
mutation cases, nucleotide sites that have already undergone substitution are
returned to their original state. Mutations taking place at the same site on the
mtDNA in independent lineages and unparallel rates of heterogeneity at the same
region (Liu and Cordes 2004) can place limitations on the validity of using mtDNA
for genetic studies.
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Chapter 8
Individual-based Genotype Methods 
in Aquaculture

Pierre Duchesne and Louis Bernatchez

Introduction

DNA marker technologies have revolutionized the way aquaculture genetics research
is being conducted (Liu and Cordes 2004). Early on, most applications of molecular
genetics in aquaculture relied on the estimation of demographic parameters of diver-
sity and differentiation that were derived from averaging the genetic composition
over populations or stocks. It has been recognized for nearly 25 years, however, that
further knowledge of relevance for stock management and production may be
obtained from the analysis of individual-based genotypic information (Smouse et al.
1982). The blooming development of new genetic markers over the last decade,
namely variable number of tandem repeat loci (especially microsatellites), Amplified
Fragment Length Polymorphism (AFLP), and Single Nucleotide Polymorphism
(SNP) have revived a major interest in studies based on the definition of individual
multilocus genotypes, and opened exciting avenues of research and applications.
Basically, studies of relevance for aquaculture and based on the analysis of individual
multilocus genotypes can be grouped into three broad categories of applications:
parentage (including kinship), group allocation, and hybrid detection.

Parental allocation studies necessitate the assessment of parental relationships within
populations, which may be achieved in various ways, including the use of exclusion prob-
ability, likelihood methods, and categorical and fractional parental assignment (reviewed
in Wilson and Ferguson 2002, Jones and Ardren 2003). Parental allocation improves the
efficiency of selective breeding programs in many ways, namely the following:

• establishing selected strains without having to keep families in separate tanks
(Wilson and Ferguson 2002)

• investigating parent to offspring transmission of illness or parasitism
• assessing fertilization success (Selvamani et al. 2001)
• measuring reproductive success variance among breeders (Jackson et al. 2003)
• avoiding mating between closely related individuals and thus minimizing inbreed-

ing (Ferguson and Danzmann 1998, Jackson et al. 2003, Norris et al. 2000)
• improving heritability estimates of desirable traits (Ferguson and Danzmann 1998,

Vandeputte et al. 2004)
• allowing a higher rate of genetic improvement because it becomes possible to iden-

tify the progeny of parents with desirable or undesirable characteristics (Wilson
and Ferguson 2002).

Studies of group allocation (also called “assignment methods”) typically imply the
determination of population membership of single individuals (Manel et al. 2005).
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This consists of assigning an individual to the population in which its multilocus geno-
type has the highest probability of occurring. Such estimation may be relevant to more
precisely quantify gene flow and the degree of differentiation between stocks, quanti-
fying the admixture proportion of different stocks in a sample of individuals of
unknown origin such as wild versus cultured (Miggiano et al. 2005), or enhancing
traceability for trade control purposes in animals and products, and thus allowing
consumers to obtain information on the origin and the production chain of food prod-
ucts (Liu and Cordes 2004, Hayes et al. 2005).

In aquaculture, genetic group allocation may be used to identify species or strain
membership of specimens. Such identifications are useful both at the input and out-
put end of production facilities. For instance, controlling for possible admixture in
purebred populations can be done in an objective fashion when based on solid genetic
data. Allocation can also reveal proportions of wild versus cultivated specimens in the
marketplace or in a natural system undergoing invasion by farmed escapees or delib-
erately stocked by a nonnative strain. Coarse traceability can also be performed when
distinct production organizations are associated with distinct strains.

Hybridization between or within species is both a common natural phenomenon
and the consequence of mixing due to human-related activities, including aquacul-
ture, and stocking of domesticated fish (Congiu et al. 2001, Vaha and Primmer 2006).
Identification of hybrid individuals is often a necessary first step in the implementa-
tion of management strategies, such as breeding or translocation programs for threat-
ened species since, it allows the removal of morphologically indistinguishable hybrid
individuals from the wild population or the identification of indigenous individuals
for breeding programs (Hansen 2002, Manel et al. 2005, Vaha and Primmer 2006).
Early identification of hybrids may help reduce the impact of introgression between
cultured and wild fish (Morizot et al. 1991, Young et al. 2001). Also identification of
hybrids can impact trade by detecting hybrid production labeled as purebred, for
example, sturgeon caviar (Congiu et al. 2001).

Because these issues have been treated in several recent reviews, our intent here is
not to address the suitability of various molecular techniques, nor is it meant to review
the empirical applications of individual-based genotype analyses. We do not wish to
provide an exhaustive guide or detailed treatment to the existing analytical methods
or related computer software packages. Instead, our main goal is to explain the basics
of statistical principles and applications of specific methods that we have developed
and applied in our laboratory over the recent years. In an attempt to render the chap-
ter content easily accessible to the nonstatistician scientist, we have deliberately opted
for verbal explanations rather than relying on the treatment of mathematical com-
plexity and equations.

Parental Allocation

Definition and General Principles

The objective of a parental allocation process based on genetic information is to find
parental genotypes corresponding to the true parents of each of a set of offspring geno-
types. In some contexts, it is known in advance that the genotypes of all the parents
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involved in the generation of the set of offspring are included in the collection of the
putative parental genotypes. If that is the case, then the allocation system, comprising
parental and offspring genotypes, is said to be closed. When some parental genotypes
are missing, the allocation system is said to be open. Despite obvious similarities, the
allocation problems for closed and open systems turn out to be quite different, the latter
being more complex.

The two main factors affecting the performance of a parental allocation process
are the number of potential parental pairs and the genetic contents of the genotypes.
Performance decreases with the size of the parental set while it increases with genetic
contents. Other important performance factors are the relatedness level of the
parental set, accuracy of genotype scoring, and sexing of potential parents. Closely
related potential parents tend to be more similar than unrelated parents resulting in a
higher probability of misidentification. Whenever possible, it is generally advanta-
geous to sex parents since this reduces by at least one half the number of potential
parental pairs to be considered (Wilson and Ferguson 2002).

Markers

In theory, any type of marker can be used for performing parentage allocation. How-
ever, microsatellites are currently the most popular because of their potential for high
variability even among individuals of the same strain (Liu and Cordes 2004). For
instance, using eight highly variable microsatellite markers, Norris and others (2000)
correctly allocated 95% of offspring from more than 12,000 potential parental pairs.
Generally, codominant markers are best suited for parental allocation since allele
transmission from parent to offspring is never masked by allelic dominance. The use
of diploid codominant markers will be assumed throughout the following discussion.

Scoring Errors: Effects and Modeling

Here a scoring (transmission) error is defined as the result of mistaking a specific allele
for another one. While scoring microsatellites, it is estimated that errors occur at a rate
of 0.5 to 3%. Erroneous allocations due to scoring errors are not likely. The main neg-
ative effect of erroneous allele scores is possible loss of correct parental allocations.
The probability that a genotype contains at least one scoring error increases rapidly
with number of loci. Therefore, as one increases the information genetic contents by
adding extra loci, one is also increasing the proportion of erroneous genotypes and
thus leading to a larger proportion of incorrect allocations. This dilemma can be bro-
ken by integrating an appropriate scoring error model within the allocation process.

Within closed allocation systems, the negative effect of scoring errors can be
completely neutralized by allowing a small nonzero probability estimate to the scoring
of allele X as any distinct allele Y. The uniform error model (see definition below)
provides such an error-catching mechanism. The transmission error probability (
)
estimate does not have to be accurate; estimates of say 1%, 2%, and 3% for 
 will have
the same effect on the allocation output.

The transmission error probability can be distributed in several ways over (erro-
neous) alleles. However, it is well known that scoring errors usually involve alleles that
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are close to the true allele. This information can be fed into error modeling through the
following formalization. Suppose the parental allele X is referred to as the focal allele.
Then the distance between any allele Y and X can be measured in terms of number of
offsets, that is, the difference between Y and X divided by the smallest allelic distance
between any two alleles found in the locus (Figure 8.1). For instance, if a locus is of type
tetra (nucleotide) then Y = 172 is �2 offsets away from X = 180.

The uniform error model is the simplest error model. It distributes e uniformly
over all possible nonfocal alleles. Restricted error models distribute e over close
neighbors of the focal allele. The examples of a �1 offset model and a �2 offset
model are shown in Table 8.1.

Allocation Methods in Closed Systems

Basically, parental allocations can be based either on likelihood or on exclusion.

Likelihood

Given an offspring, the likelihood of a specific parental pair is essentially a measure of
the probability that this pair has generated the offspring. There are three possible out-
puts associated with the allocation of a particular offspring. When only one parental
pair has the largest likelihood, the offspring is allocated to the parental pair with the
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Figure 8.1. Measuring a transmission error in offset units. The distance between any allele Y
and X is measured in terms of number of offsets (i.e., the difference between Y and X divided
by the unit distance [smallest allelic distance between any two alleles found in the locus]).

Table 8.1. The examples of a �1 offset model and a �2 offset model.

�2 offsets �1 offset 0 offset � focal allele �1 offset �2 offsets
0.002 0.01 0.98 0.01 0.002

0.008 0.98 0.008



largest likelihood. When several parental pairs share the largest (nonzero) likelihood,
the offspring is not allocated but the output is scored as ambiguous. When all parental
pairs have zero likelihood, the offspring is not allocated and the output is scored as null.
Although most allocation programs do not distinguish explicitly between ambiguous
and null outputs (both are scored as nonallocations), this distinction allows the compu-
tation of three system-based allocation statistics: proportions of offspring that have
been scored as allocated, ambiguous, and null. These statistics turn out to be very useful
in the context of the overall assessment and subsequent improvement of an allocation
system. For instance, any proportion of ambiguity, except negligible, is indicative of a
lack of resolution (i.e., insufficient genetic contents). In such cases, the only cure is to
add one or several loci to the existing set until all ambiguity disappears.

Within closed systems, allocations should usually be performed with the uniform
error model since it can absorb all kinds of errors including those generated by null
alleles scored at any offset distance from the focal allele. The only drawback of the
uniform model is that it may, though not necessarily, increase the proportion of off-
spring classified as ambiguous. This can be corrected by using a nonuniform error
model but more efficiently by adding one or several loci.

Exclusion

Exclusion-based allocation is based on the idea that as information accumulates, only
real parents remain after all other potential parents have turned out to be impossible
candidates. Exclusion-based allocation should generally not be used in closed systems
since it takes far more genetic information to exclude the set of false parents than to
find the most likely pair. Unless otherwise stated, we will hereafter refer to likelihood-
based allocation. Exclusion will be further discussed in the context of open system
allocations.

Breeding Designs (Closed Systems)

Sometimes the offspring from blocks of breeders are put together in a single tank.
Block matings generally reduce the total number of potential parental pairs as com-
pared with allowing all adults to breed together. This reduction could translate subse-
quently into a reduced number of loci necessary to reach a satisfactory level of
allocation correctness. Provision has been made in the last version of Package for the
Analysis of Parental Allocation (PAPA) software (Duchesne et al. 2002) to allow defi-
nition of blocks of breeders reflecting breeding designs in aquaculture settings. Dis-
tinct blocks may share specimens and they may be sexed or unsexed.

Validation of Allocations in Closed Systems

Allocation to a parental pair may not always be correct. Ideally one should be able to
test the correctness rate (CR), that is, the proportion of correct allocations over all

Individual-based Genotype Methods in Aquaculture 91



allocations, not all offspring, by checking the allocations against empirical evidence.
However, under most circumstances, establishing parental connections through
direct observation even in hatchery fish can prove very difficult and expensive. It is
therefore customary to use simulations to estimate correctness rates. Also, simula-
tions are useful when it comes to deciding on a set of loci sufficiently informative to
reach a satisfying level of CR.

Preparental and Parental Simulations

Basically there are two types of parental allocation simulation procedures. One proce-
dure (preparental) generates artificial parental genotypes from allelic frequencies (esti-
mated from samples) and then artificial offspring from these parents (Figure 8.2).
Another procedure (parental) uses the genotypes of real, collected parents. Preparental
simulations are useful to decide on a minimal set of loci to attain the desired correctness
rate even before parents and offspring have been collected. Preliminary choice of a suf-
ficient set of loci can save lab work and resources. However, preparental simulations
tend to underestimate minimal genetic information contents mainly because it gener-
ates sets of totally unrelated parents. Sets of real parents, especially when drawn from a
hatchery population, may contain several subsets of highly related specimens. There-
fore, it might be safer to add an extra locus to the minimal set found from preparental
simulations especially when the targeted correctness level is barely reached.

To estimate correctness rates more precisely, parental simulations should be run
when the set of collected parents has been genotyped. Parental simulations are not
biased by the relatedness structure of the parental set.
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spring from these parents. The parental procedure is similar except that it uses the genotypes of
real, collected parents.



Production and Allocation Error Models

To estimate correctness rates more realistically, the production of artificial offspring
during simulations has to mimic scoring errors. Therefore, there is a need for a pro-
duction error model. The production error probabilities associated with various num-
bers of offsets do not have to be very accurate although they do impact on correctness
rate estimations. After artificial offspring have been generated, they are processed for
allocation. As with true offspring, an allocation error model is used to capture scoring
errors. Ideally one should be able to define production and allocation error models
separately. Allocation error models in simulations should generally be the same as the
one used in allocating real offspring.

Likelihood and Exclusion Methods in Open Systems

Likelihood

Allocation in open systems poses a double problem (i.e., identify true parents that
belong to the collected parental set and identify uncollected parents as uncollected).
Likelihood-based allocation can be very efficient in solving the collected parent prob-
lem but is liable to mistake an uncollected parent for a collected one (i.e., overallo-
cate). Overallocation increases sharply with the proportion of uncollected parents.
With more uncollected parents, there is a higher probability that collected specimens
are sufficiently similar to uncollected parents to become likely candidates for (erro-
neous) allocation. This problem is more acute with methods allowing a nonzero prob-
ability for any kind of scoring error, which translates into nonzero likelihood for all
possible parental-offspring genotype combinations. The overallocation probability
can only be assessed when a reasonably accurate estimate of the missing part of the
parental set is available (Wilson and Ferguson 2002). Unfortunately, likelihood-based
allocation cannot provide such an estimate on the basis of the available genotypes. In
short, likelihood methods in open systems tend toward overallocation, the extent of
which cannot be safely estimated without a (generally lacking) reliable estimate of the
uncollected portion of the parental set.

Exclusion

The drawbacks of likelihood-based methods in open systems have led some
researchers to resort to the exclusion allocation method. This method essentially
compares the genotype of each potential parent with that of the offspring. Parental
genotypes are excluded as soon as both offspring alleles are absent on a single locus of
the parental genotype. In addition, no more than two nonexcluded parental geno-
types have to remain for the allocation to be performed. The idea is that, given
enough loci, nonparental collected specimens will eventually be excluded on at least
one locus.

The exclusion method has several drawbacks. It is very costly in terms of genetic
information since most excluded candidates would have been discarded on account of
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low likelihood based on much less powerful sets of loci. Since scoring errors are more
numerous with each additional locus (Jones and Ardren 2003), it is plausible that a
substantial number of genotypes will contain at least one error. Such errors are very
likely to provoke the loss of one or several allocations especially when parental geno-
types are erroneous. Some researchers have suggested tolerance for mismatches not
exceeding a predetermined number. However, mismatches may also come from a
truly nonparental genotype. Therefore, this less stringent version of exclusion, while it
does reduce the probability of erroneous exclusion, also increases the probability of
retaining nonparental combinations (i.e., erroneous allocations). This tradeoff
between two types of errors cannot be easily assessed in the absence of a sound esti-
mate for the missing proportion of uncollected parents. Therefore, the choice of a
number of tolerated mismatches is largely arbitrary.

To alleviate the stringency of the exclusion method resulting in overexclusion,
another approach is sometimes used that includes rescoring a nearly perfectly match-
ing genotype. The idea is to see if some scoring error might not be the reason for miss-
ing an allocation by so little. Although this method does make some sense, it is prone
to self persuasion and is certainly not amenable to correctness analysis. Briefly stated,
exclusion methods tend to miss sizable numbers of true parents and do not lend them-
selves to rigorous evaluations of correctness rates. They would be efficient if based on
a very informative set of loci and extremely accurate genotypes. These two conditions
are not generally met except in some forensic contexts.

The PASOS Approach (Open Systems)

Likelihood-based methods lean toward overallocation whereas exclusion methods
tend to overexclude (i.e., eliminate true parents). The PASOS software (Duchesne
et al. 2005) uses a mixed approach by first picking up the most likely parental pair(s)
among all potential pairs based on a uniform scoring error model that ensures that at
least one most likely pair is listed. When several most likely pairs are found, the first
one in the list is retained. Then an extended exclusion method is applied to the two
genotypes of the retained most likely parental pair.

Extended Exclusion Method

The extended exclusion method used by PASOS compares each of the locus geno-
types of the two putative parents together with that of the offspring. From these three
genotypes, a transmission scenario (Figure 8.3A) is built that associates each off-
spring allele to a parental allele. Such scenarios are built from a set of rules that aims
at restoring the most probable allelic transmission pattern, taking the three genotypes
together. Once the two most likely parent-to-offspring allele pairs have been deter-
mined, the distance in offset units is computed for each pair. Any allelic distance
exceeding the maximum offset tolerance (MOT) specified by the user provokes the
exclusion of the corresponding putative parent (Figure 8.3B). Therefore, there may
be zero, one, or two parents excluded at each locus. It suffices that the offset tolerance
be exceeded on a single locus for the putative parent, relative to the offspring cur-
rently processed, to be discarded.
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Figure 8.3A. Allelic transmission scenarios: Allelic transmission scenarios are built from a set
of rules that aims at restoring the most probable allelic transmission pattern, taking the two
parental and the offspring genotypes simultaneously into account.

Figure 8.3B. Tolerance net as defined by MOT: Any allelic distance exceeding the maximum
offset tolerance (MOT) specified by the user provokes the exclusion of the corresponding puta-
tive parent.

Rationale

The two-step allocation approach implemented in PASOS is based on the following
rationale. If the two real parents of an offspring belong to the collected set of potential
parents, the probability that they will be selected during the likelihood phase will
increase with genetic information contents (i.e., with number of loci). If they have been
genotyped with scoring errors within the bounds of the maximum offset tolerance,



then they will most probably not be discarded during the exclusion phase. If only one
parent belongs to the parental set, it will probably be part of each of the most likely
pair(s) and thus of the first pair listed. The probability that the nonparental member of
the most likely pair be eliminated during the exclusion phase will increase with number
of loci (Figure 8.4). If none of the two parents belongs to the set of collected parents,
then the most likely pair will contain false parents both of which will eventually be dis-
carded as the number of loci increases.

Sequence Allocation (Allocation) and Proportion of Missing Parents

When PASOS is run sequentially with one, two, three, etc., loci from the allocation
set, it makes less and less allocations and eventually reaches a stable or near stable
proportion of allocations (Figure 8.5). This happens when false parents have been
purged by the extended exclusion procedure. The remaining proportion of allocations
may then be taken as an estimate of the proportion of missing parents. The precision
of the latter estimate depends on the assumption that the collected parental set
comprises specimens that have truly participated, no matter how successfully, in the
breeding event at the origin of the offspring sample. If the parental set is inflated
with individuals not involved in reproductive events, then the number of missing
parents will likely be overestimated. Clearly, precision of the estimate should
increase with the size of the offspring sample. The estimated number of missing par-
ents must be fed into simulation runs to obtain estimates of the correction rates.
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Automatic sequence allocation (i.e., with one, two, three or more loci) is imple-
mented in PASOS.

Due to its use of restricted error modeling, PASOS should only be used when scor-
ing is of good quality (i.e., does not generally exceed two offsets from focal alleles).
Also, the set of loci should be tested for the presence of null alleles and all loci sus-
pected of containing null alleles should be dropped.

Validation of Allocations in Open Systems

The estimation of the correctness rate within any open allocation system depends
heavily on the estimated number of missing parents. In fact, the larger the set of miss-
ing parents, the higher the probability that some of their offspring will be mistaken for
offspring from the collected parental set. Unfortunately, the number of missing par-
ents often is difficult to estimate under most settings and so estimates have typically
been guessed in the past.

However, recent developments in allocation techniques that combine likelihood
with exclusion approaches (PASOS) now make it possible to obtain reliable estimates
of the missing part of the parental set. Once the sequence allocation of the sample of
real offspring has produced a (nearly) stable allocation rate curve, an estimate of the
proportion of missing parents is available. The latter can then be fed into parental
simulations for obtaining a sound estimate of the correctness rate associated with the
specific allocation system.

Preparental simulations should be run whenever possible to find minimal sets of
loci. Since the missing part of the parental set cannot be estimated genetically prior to
parent collecting, care should be taken to use both optimistic and pessimistic scenar-
ios corresponding to lower and higher proportions of missing parents, respectively.
Again, minimal sets of loci should preferably be complemented by an extra locus in
case the real parental set comprises highly related specimens.
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Figure 8.5. Sequence allocation curve. When PASOS is run sequentially with one, two, three . . .
loci from the allocation set, it makes less and less allocations and eventually reaches a stable or
near stable proportion of allocations which the user may then use to estimate the number of
uncollected parents.



Features to Look for in Parentage Allocation Programs

In closed as well as open allocation systems, programs should provide simulation
facilities. Simulations are usually the only way to obtain a sound estimate of the cor-
rectness rate or accuracy of the system (i.e., the proportion of correct allocations
among all allocations). In addition, one should be able to run the simulator on both
preparental and parental modes. One should be able to run programs either with
sexed or unsexed parental sets since sexing in fish cannot always be done easily
and reliably.

Closed Systems

In closed systems, programs should provide distinct statistics for ambiguous and null
outputs. The proportion of ambiguous outputs is a direct measure of the capacity of
the set of loci to perform the allocation task under way. An error model that provides
nonzero probability for any possible scoring error such as the uniform error model
should suffice under most circumstances. However, with reliable scoring and absence
of null alleles, the use of a restricted error model allowing for a limited number of
error offsets could save on the number of loci without significantly reducing the num-
ber of allocations. A mechanism for defining blocks of breeders reflecting breeding
designs in aquaculture settings is desirable. Block definition can increase resolution
power of a set of loci and reduce the probability of incorrect allocations.

Open Systems

In open systems, uniform error modeling can lead to overallocation since parent-
offspring mismatches can also originate from an incorrect allocation. On the other
hand, zero error tolerance is very likely to provoke losses of allocations especially as
the number of loci is increased. Restricted error modeling is a means to distinguish
between scoring errors and erroneous allocations without dropping a significant
proportion of true parents. Restricted error modeling is currently implemented in
PASOS. The most important features for parental allocation programs are described
in Figure 8.6.

Some Available Programs

Some of the currently available programs with respective allocation methods follow:

• CERVUS (Marshall et al. 1998) (likelihood)
• FAMOZ (Gerber et al. 2002) (likelihood)
• KINSHIP (Goodnight and Queller (1999) (exclusion), (Danzmann 1997) (exclusion)
• NEWPAT (Wilmer et al. 1999) (exclusion)
• PAPA (Duchesne et al. 2002) (likelihood/closed systems)
• PARENTE (Cercueil et al. 2002) (likelihood)
• PASOS (Duchesne et al. 2005) (likelihood � extended exclusion/open systems)

All of these freely available programs can be downloaded at http://www.bio.ulaval.
ca/louisbernatchez/links.htm.
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Group Allocation (Species, Population, or Strain Identification)

Definition and General Principles

Species, population, or strain identification of individuals on the basis of genetic data
is technically the same and will hereafter be referred to as group allocation. Only
those allocation situations will be considered where each purebred group has been
sampled so that fairly accurate estimates of allelic frequencies for each genotyped
locus and each purebred group are available (baseline samples).

Some recent developments aim at allocating individuals from mixed samples without
prior sampling of group purebreds. Those so-called clustering techniques essentially
tend to partition a given mixed sample into subsamples to minimize (or maximize) some
statistic associated with population structuring (e.g., linkage disequilibrium). Allocation
from good baseline samples produces verifiable results within a small fraction of the
computation time required from clustering methods. Moreover, currently used cluster-
ing methods tend to perform poorly when group differentiation is weak (Waples and
Gaggiotti 2006), a very serious handicap when it comes to strain identification. Finally,
they do not provide ad hoc means to estimate the accuracy of their allocations and
involve considerable uncertainty (Manel et al. 2005). Given the above drawbacks of
clustering methods, they will not be discussed any further since baseline samples are
available for most group allocation tasks within aquaculture settings.

The idea underlying group allocation of an individual genotype (G) is rather
simple. In its simplest version, the probability (likelihood) that G could be found
within a group is computed for each possible group and then G is allocated to the
group with highest probability. Since such probabilities are often very small, they
are usually expressed in log10 format and comparisons between two populations as
log-likelihood ratios. For example, if G is 1,000 times more likely to be found within
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General

Both pre-parental and parental simulations are available.

Simulations and allocations may be run with sexed or unsexed parental sets.

Closed systems 

Distinction is made between null  and ambiguous  non-allocation statistics. 

Scoring error may be distributed over all non-focal alleles, e.g., uniformly. 

Parental files can be structured  according to block mating designs. 

Restricted error models  may be user-defined. 

Open systems

Restricted error models are available and user-defined. 

A means to estimate the number of  uncollected parents is provided.

Figure 8.6. A list of the most important features for parental allocation programs.



population A than it is within population B, the log-likelihood ratio of A relative to B
is equal to three.

Within a given allocation task, a minimal log-likelihood ratio (threshold) between
the most likely and the next most likely group is defined. If the threshold is not
reached for G, it is simply not allocated and classified as nonallocated. For instance,
a log-likelihood threshold of two would mean that no individual genotype should be
allocated if it is not at least 100 times more probable within the most probable group.
The log-likelihood threshold turns out to be an important allocation parameter. Gen-
erally, raising the threshold increases the probability of allocating correctly (accuracy)
but decreases the number of genotypes being allocated (allocation rate). Care should
be taken to choose an appropriate threshold for the task under way.

Another important aspect of group allocation is the question of ghost groups
(i.e., groups that have not been sampled as purebreds since they have not yet been
identified but which may be represented within the sample of individuals to be allo-
cated). Ghost groups are much more likely when allocations involve wild populations.
When it is suspected that ghost groups might exist, one should test whether G might
not belong to such an external yet undefined group. This can be done through an
exclusion procedure based on membership P values computed from simulations
(see the Simulations section).

Markers

As in parentage allocation, any type of marker (RFLP, RAPD, AFLP, microsatellite)
can be used for performing group allocations. However, very high polymor-
phism (number of alleles/ locus > 10) does not add substantial allocation resolution
when compared to less variable loci. Here, the most important characteristic of a set of
loci is sheer number (Ferguson and Danzmann 1998, Bernatchez and Duchesne 2000,
Hayes et al. 2005). Therefore, when it comes to distinguishing several weakly differen-
tiated groups (e.g., strains), markers available in virtually unlimited numbers are the
best candidates even when each locus has low information content. For such heavy
allocation tasks, AFLP markers are currently the most appropriate choice except when
a sufficient set of microsatellites already exists (Campbell et al. 2003).

Scoring and Sampling Errors

With dominant markers such as AFLP, allele should be taken as an equivalent for pres-
ence/absence in the following discussion. Generally speaking, scoring errors within
their usual range (0.5 to 3%) have little impact on group allocation. However, special
care should be taken when scoring purebred samples especially when small (�20). As a
rule of thumb, purebred samples should contain at least 20, but preferably 30, speci-
mens to obtain reasonably accurate frequency estimates (Ruzzante 1998). Smaller
samples might still be used especially when dealing with highly differentiated groups.
When using highly polymorphic microsatellite loci with large numbers (�15) of low
frequency alleles, sample sizes should be increased accordingly (e.g., to 50 specimens).
Note that the low frequency of an allele can suddenly double following sampling of a
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single extra copy (Roques et al. 1999). To obtain truly representative purebred
samples, sampling should be done as randomly as possible. In particular, overrepresen-
tation of specific families should be avoided.

A special sampling problem arises when some allele is totally absent from one or
several purebred samples while present in other purebred samples or the (mixed)
sample to be allocated. Customarily, the frequency of a missing allele within a pure-
bred sample was estimated at 1/(N�1) (N � number of scored alleles within sample).
This amounts to the expectation that the next allele would be the missing one (maybe-
next-allele formula). Another approach consists of fixing the missing allele frequency
at some user-defined low value (e.g., 0.01). Practically, missing allele frequency esti-
mates have little impact on the result of an allocation task. If one favors the fixed low
value approach, then this value may be seen as an allocation parameter and its value
may be chosen to maximize the correct reallocation rate.

Validation of Group Allocations

The accuracy of group allocations, that is, the estimated proportion of correct alloca-
tions over all allocations (excluding non-allocated specimens), can be assessed
through reallocation and simulation procedures (Figure 8.7).

Reallocation

The reallocation procedure allocates the purebred specimens among the candidate
groups as if their group membership were unknown. The latter condition means that
each time a purebred specimen is (re-)allocated, the allelic frequencies of its group are
recalculated as if it did not belong. This precaution aims at eliminating the bias resulting
from the specimen actually weighing on frequency estimates and, as a consequence,
artificially increasing the probability of being allocated to its proper group. These fre-
quency recalculations are usually referred to as the leave-one-out procedure.
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Figure 8.7. Validation procedures in group allocation. The reallocation procedure allocates
the purebred specimens among the candidate groups as if their group membership were
unknown. To estimate accuracy from simulations, artificial specimens are generated randomly,
based on the allelic frequencies derived from purebred samples.



Reallocation of purebreds is usually a very reliable way of estimating accuracy. One
important advantage of reallocation oversimulations is that it takes scoring errors
automatically into account. On the other hand, accuracy estimates from reallocation
may be biased upward when purebred samples include highly inbred specimens
(e.g., full and half-siblings). Thus, the quality of accuracy estimates from reallocation is
somewhat sensitive to the quality of purebred group samples. Low reallocation rates
may result from very poor scoring, a lack of resolution due to poor genetic content
relative to group differentiation, or even from an absence of real differentiation
(i.e., from samples not actually representing distinct biological entities).

Simulations

Estimations of accuracy can also be obtained from simulations. Artificial specimens
are generated randomly, based on the allelic frequencies derived from purebred
samples. The simulators currently built into population (group) allocation programs
do not allow mimicking of scoring errors. Consequently, accuracy may sometimes be
slightly overestimated from simulations since scoring errors do increase the probabil-
ity of misallocating real genotypes. One important advantage of simulations over real-
location is their potential for spanning a very large range (e.g., tens of thousands of
possible genotypes from each group). Therefore, genotypes from prospective mixed
samples get a more complete coverage by simulations than they do from reallocation.

Besides accuracy estimations, simulations are sometimes used to obtain likelihood
distributions from each purebred sample. Each group likelihood distribution is
obtained by producing a large number of artificial genotypes, based on the group
allelic distributions, and then the likelihoods associated with the genotypes. There-
after, the group-specific likelihood distributions may be used to produce a group
membership P value for each genotype of a mixed sample. Some allocation programs
actually use group membership P values by excluding each candidate group with
membership P value lower than a predefined threshold. When the allocation proce-
dure is based on likelihood ratios, membership P values can still be useful to detect
ghost groups: when membership P values are very low (e.g., �0.001) for all potential
groups considered, the presence of at least one ghost group may be suspected.

Another usage of simulations is the adjustment of the likelihood ratio allocation
threshold. Sometimes a proportion of artificial genotypes are misallocated indicating
that there is a nonnegligible probability that real genotypes may also be misallocated.
This problem can be solved to a large extent by raising the likelihood ratio allocation
threshold until misallocation of simulated genotypes vanishes. Note, however, that
this will generally be associated with a rise in the proportion of nonallocated real and
simulated genotypes.

Reallocation Versus Simulation Accuracy Estimates

Accuracy estimates from reallocation and simulations should be close. However, if
the estimated accuracy from reallocation is substantially lower than that from simula-
tions, it is probably due to unusually numerous scoring errors. On the other hand,
higher accuracy estimates from reallocation could reflect highly inbred portions of
samples (e.g., families).
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Features to Look for in Group Allocation Programs

Reallocation of purebred genotypes, allocation of mixed samples, and simulations are
the three basic procedures that should be provided by group allocation programs. The
leave-one-out procedure should be used in reallocating purebred samples.

The log-likelihood ratio allocation threshold should be user defined. Calculation
of membership P values for each genotype should be possible even when the alloca-
tion procedure is based on likelihood ratio values (i.e., not on low P value exclusion).
Membership P values are especially important when there are grounds to believe
that some members of the mixed sample may come from a ghost group. Group log-
likelihoods for each real genotype should be made available to the user rather than
just the allocation or nonallocation decision. Preferably, the user should be able to
choose missing allele frequency values either as constants or as the classical maybe-
next-allele formula.

Some Available Programs

Currently the three most widely used programs for group allocation based on purebred
genotype samples are GENECLASS2 (Piry et al. 2004), WHICHRUN (Banks and
Eichert 2000) for codominant markers (microsatellites), and AFLPOP (Duchesne and
Bernatchez 2002) for dominant markers (AFLP). These freely available programs can
be downloaded at http://www.bio.ulaval.ca/louisbernatchez/links.htm.

Specifics of Hybrid Identification

Definition and General Principles

Hybrids may involve two distinct species, two strains, or two populations within a
single species. Genetic identification of either type of hybrids is technically the same
problem. However, intraspecific hybrids are typically more difficult to detect due to
less genetic differentiation and therefore require considerably more information (i.e.,
more genotyped loci). Given two source breeds/species, a diagnostic allele (pres-
ence/absence) is one that has 100% frequency within one breed and 0% frequency in
the other breed/species. Historically, genetic identification of hybrids was associated
with the simultaneous presence of diagnostic alleles (presence/absence) of both
source breeds/species within a single genotype (Morizot et al. 1991). Indeed geno-
types with diagnostic alleles of mixed origin are easily observable and, without any cal-
culation, can be safely attributed to hybridization assuming no other breed/species
has contributed to the purported hybrid’s genotype. The 100% versus 0% frequency
diagnostic criterion has been somewhat relaxed in recent literature and loci with an
allele differing by >99% have sometimes been considered diagnostic (Young et al.
2002). However, there has been an increasing awareness that all loci showing a
frequency difference beyond sampling error could contribute to distinguish between
purebreds and hybrids (Bjornstad and Roed 2002). Even though loci with 10%
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frequency differential, for example, have far less hybrid detection power than diag-
nostic loci, they can still be cumulated to attain any power level.

Hybrid Identification as Group Identification: 
the Virtual-Hybrid-Group Method

Thus, hybrid identification is technically the same problem as group identification
except that preidentified samples of hybrids are usually not available as one of the
potential allocation groups. However, F1 hybrid allelic frequency distributions can be
directly computed from purebred frequencies, say f1 and f2. For codominant loci such
as microsatellites, a straightforward estimate of any hybrid allelic frequency fh is sim-
ply the average (f1 � f2)/2 of the two purebred frequencies. For dominant markers
(e.g., aflp), fh � 1 � sqrt (1 � f1)*sqrt (1 � f2). This means that purebred samples are
sufficient for allocation tasks including purebred and F1 hybrid groups. Again, sets of
nondiagnostic loci can be used successfully for hybrid detection. Following the same
idea, purebred samples also suffice to identify second-generation hybrids (F2 and
backcrosses).

Special Sampling Care

Although hybrid identification is technically the same as any other type of group allo-
cation, it requires special sampling care for two reasons. First, differentiation is
weaker between F1 hybrids and purebreds than between two distinct purebreds.
Second, since allelic frequencies are computed from the two purebred frequency esti-
mates, sampling errors in the latter will be passed along to the hybrid estimates.
Consequently, when hybridization is suspected, sample sizes should be increased
(�30), sampling performed as randomly as possible and alleles (or presence/absence
in the case of AFLP) scored with extra precaution. Clearly, all of the above is even
more important when second generation hybrids are considered (Epifanio and
Phillipp 1997).

Efficiency and Accuracy in Hybrid Identification

There are two ways to look at the performance of a hybrid identification procedure.
One important measure is the probability that, given a specimen classified as hybrid,
this specimen is in fact a hybrid. Another important measure is the probability that,
given a true hybrid, it was classified (allocated) as a hybrid. Following Vähä and
Primmer (2006), we use the words accuracy and efficiency to denote the first and sec-
ond of these two measures, respectively. The product of these two measures can be
seen as the overall performance of the hybrid identification procedure.

If the likelihood distribution for purebreds and hybrids are not (nearly)
perfectly disjoint, then there is an unavoidable tradeoff between accuracy and
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efficiency (Figure 8.8). Some users will prefer to make sure that any possible hybrid
be identified (i.e., to raise the efficiency component). For instance, when there exists
independent data bearing on intermediate morphological traits, uncertain hybrid
genetic classification may be used in a cross-validation fashion. On the other hand, in
the absence of any control data and especially when there is only a suspicion that
hybrid specimens might exist, it is preferable to obtain highly confident hybrid detec-
tion (i.e., enhance the accuracy component of performance). One way to strike the
desired balance between accuracy and efficiency is to fix the log-likelihood allocation
threshold by running allocation simulations. For instance, raising the threshold suffi-
ciently will virtually eliminate false hybrid classification (i.e., accuracy will become
close to 100%). Of course, this will be at the expense of a higher rate of nonallocations
of both purebreds and hybrids.

So far, we have discussed hybrid identification based on purebred samples. How-
ever, as with general group allocation procedure, there exist clustering methods for
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Figure 8.8. The accuracy versus efficiency tradeoff in hybrid identification. One way to strike
the desired balance between accuracy and efficiency is to fix the log-likelihood allocation
threshold by running allocation simulations. Raising the LOD threshold generally decreases
efficiency while increasing accuracy.



hybrid identification. Two such methods have been implemented in STRUCTURE
(Pritchard et al. 2000) and NEWHYBRIDS (Anderson and Thompson 2002) and
have been recently assessed by Vähä and Primmer (2006). It was found that both pro-
grams, unless run with very large numbers (n = 48) of codominant loci, showed high
rates of misclassification of purebred as F1 hybrids even with moderately high Fst
(0.12). Also backcrosses were often misclassified as purebred. Briefly, there are accu-
racy and efficiency problems with currently available programs performing hybrid
allocation without baseline samples. Unfortunately, these methods do not provide
any inbuilt mechanism, such as simulation tools, to assess the accuracy and efficiency
levels associated with the user’s own specific data. Therefore, it is usually much safer
in hybrid studies to rely on good quality samples of purebred groups.

Markers

In principle, any type of marker (RFLP, RAPD, AFLP, microsatellite, SNP) can be
used for performing hybrid identification. However, correct detection of hybrids
takes more genetic information and so, roughly speaking, more loci than allocation of
purebred specimens. This is especially true when purebred individuals belong to dis-
tinct, but weakly differentiated, strains. Detection of intraspecific hybrids necessitates
large numbers of loci and so AFLP markers should be considered until SNP markers
can be obtained in large numbers and analyzed at low cost in nonmodel species.

Available Programs

The virtual-hybrid-group method based on purebred samples has been implemented
in AFLPOP (Duchesne and Bernatchez 2002) for dominant markers (AFLP).
NEWHYBRIDS (Anderson and Thompson 2002) and STRUCTURE (Pritchard
et al. 2000) are additional software that provides posterior distribution that shows that
individuals fall into different hybrid categories between populations using dominant or
codominant markers. These programs can be downloaded at http://www.bio.ulaval.ca/
louisbernatchez/links.htm.

Conclusion

The current context in the applications of molecular genetic techniques, particularly
as pertaining to individual-based genotype analyses, is extremely positive. There is a
wealth of powerful genetic markers that are being developed for an increasing num-
ber of cultured species, both vertebrates and invertebrates, and many efficient analyt-
ical tools are readily accessible, free of charge for the most part. It is our hope that we
have provided a better understanding of the principles underlying some of the most
versatile methods currently available for performing parentage, strain/population
assignment, and hybrid analyses, as well as useful guidelines for choosing proper effi-
cient analytical software.
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Chapter 9
Application of DNA Markers for 
Population Genetic Analysis

Eric M. Hallerman, Paul J. Grobler, 
and Jess W. Jones

Introduction

Remarkable progress has been made in the past 20 years in the ability to detect
DNA-level genetic variations. The development of polymerase chain reaction (PCR),
automated sequencing, and various marker systems (see Chapters 2–7) has provided
unlimited availability of genetic markers. Much progress has also been made in the
area of statistical methods for data analysis (Luikart and England 1999, Nei and
Kumar 2000). At the same time, availability of high-performance microcomputers,
development of software packages for powerful application of population genetic and
phylogenetic analysis, and ready access to the software through the Internet have
placed rigorous analysis of molecular data within the reach of any research group.
These advances in molecular and computational biology have been applied across the
breadth of life sciences, including our own field of aquaculture genomics. Against the
background of all the chapters in this book, it seems fair to say that the development
and use of genetic markers and analytical methodologies has revolutionized our view
of genetic resources in wild and cultured populations of aquatic organisms.

Genetic analysis of both wild and cultured populations is relevant to the interests
of aquaculture. Genetic analysis of wild populations is useful for understanding phy-
logenetic (i.e., evolutionary) relationships within and among species, establishing
population genetic differentiation within species, collecting genetic resources repre-
senting the full range of variation in the species, and detecting the escape of cultured
fish into wild populations. Screening cultured populations is useful for understanding
population genetic differentiation among cultured stocks within the species, inferring
parentage in mixed-family assemblages, maintaining genetic variability in the popula-
tion, estimating the genetically effective size of the population, and inferring the
effects of selection within the cultured stock (see Chapter 8). Here, we explain each of
these applications and their relevance to aquaculture scientists. We support our dis-
cussion with case studies drawn from the published literature in aquaculture genetics.
We refer to key software packages, providing a literature citation and an Internet
URL to encourage further inquiry and use by interested readers. We hope that this
approach increases appreciation of population genetics and phylogenetics theory and
use of associated tools by the aquaculture genomics community.
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Genotyping

The principles and applications of various marker systems have been discussed in
Chapters 2–7, and therefore, we will focus on the analysis of marker genotypes for
population genetic analysis. For the most part, we will focus on the use of microsatel-
lite markers. The first task facing a geneticist is to manipulate and score the raw data.
The nature of these tasks and associated software tools of choice will depend upon
the genetic markers being analyzed.

Codominant Markers

Among DNA markers, microsatellites have become the markers of choice in many
laboratories because they are highly variable, reproducible, codominant, and are
easy to score using PCR and automated fragment analysis (Chistiakov et al. 2006,
Schlotterer and Tautz 1992). Microsatellites tend to add or subtract a single repeat.
Under the step-wise mutation model (SMM) (Kimura and Ohta 1978, Bell and Jurka
1997), the evolutionary affinity of alleles can be inferred, a property useful for popula-
tion genetics and phylogenetic inference, as discussed below. Further, the potential
for cross-species application of microsatellite primers means that even smaller labo-
ratories without the capacity to develop new primer libraries can use the technique
(see Chapter 5). With codominant markers, both alleles can be detected phenotypi-
cally on the gel. To manipulate raw data, the point of departure is accurate scoring of
fragment sizes and recording of genotypes. This is generally followed by calculation of
allelic and genotypic frequencies. Genemapper (ABI 2006) is a program useful for
visualizing and scoring microsatellite fragment data generated by an Applied Biosys-
tems automated sequencer. Software packages that are useful in these contexts
include Excel Microsat Toolkit (Park 2001), POPGENE (Yeh et al. 1999), GENEPOP
(Raymond and Rousset 1995), and Arlequin (Excoffier et al. 2006). MICROSAT
(Minch et al. 1999) is a useful program, but is no longer supported by the authors.

Dominant Markers

Dominant markers are those for which homozygotes and heterozygotes cannot be dis-
tinguished phenotypically, including RAPD (see Chapter 3) and AFLP markers (see
Chapter 4). The dominant mode of marker expression complicates calculation of
allele frequencies somewhat, and hence requires special treatment statistically. Such
data usually are analyzed using a binary data matrix based on a presence/absence
approach, for which there is a small but applicable suite of statistical analyses. A com-
monly used coefficient is genetic similarity (GS), which is based on the number of
bands shared in different taxa (Nei and Li 1979). Software packages available for ana-
lyzing data on markers with a dominant mode of expression include REAP (McElroy
et al. 1992) which calculates a range of relevant metrics. Phyltools (Buntjer 2004) is a
package of utilities that is particularly useful for large data sets, converting data files,
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and manipulation of data to account for missing data points and monomorphisms.
TFPGA (Miller 1987) performs a wide variety of population genetic analyses for
either codominant or dominant markers. Winboot (Yap and Nelson 2006) reads
binary data in either PHYLIP format (Felsenstein 2004) or an Excel-like format and
constructs population trees. POPGENE (Yeh et al. 1999) allows use of input files with
a presence/absence format and can be used to calculate coefficients of genetic diver-
sity and differentiation. Several packages are available for reading and comparing gel
images for DNA fingerprinting-related applications and computing relevant statistics.
Such packages include DENDRON (Soll Technologies, 2006) and GelCompar II
(Applied Maths 2006).

DNA Sequence Variation

With the advent of widespread access to automated sequencers, analysis of DNA
sequence variation has become common, and a variety of software packages, both
commercial and freeware, has been developed. CLUSTALX (Thompson et al. 1997)
is a Macintosh-based alignment program for aligning DNA sequences. It is probably
the most commonly used program for the purpose, especially for sequences that are
more divergent and thus more difficult to align. Sequencher (Gene Codes Corpora-
tion 2006) is a widely used, commercial program that is useful for sequence assembly
and editing, contig assembly, determination of consensus sequences, SNP detection,
and restriction mapping. MEGA (Kumar et al. 2004) can be employed for automatic
or manual sequence alignment, as well as for various phylogenetic analyses. BioEdit
(Hall 1999) is a sequence alignment and analysis program that operates within the
Windows environment. Although not as efficient and easy to use as Sequencher, it is
freeware that can be downloaded from the Internet. BioEdit allows the user to align
sequences by visual inspection, edit nucleotides, manually manipulate regions as
needed, and perform many of the same functions as Sequencher. The PolyBayes pro-
gram is also widely used for the detection of SNPs. Many other programs for manipu-
lating and scoring DNA sequence data also are available.

For genetic dominant and sequence markers, the mutational history of alleles can-
not generally be inferred, and geneticists must assume that every mutation creates a
new allele, an assumption underlying the infinite allele model (Kimura and Crow
1964) mentioned below.

Genetic Variation within Populations

After Mendel’s landmark work, phenotypes could be related to genotypes, and their
frequencies could be used to make predictions of their ratios within families. What,
though, of their ratios within populations? A model is needed to relate genotype
frequencies to allele frequencies, which can be used to reach inferences about processes
acting upon populations. The Hardy-Weinberg model (Hardy 1908, Weinberg 1908)
has several underlying assumptions: population size is large and constant between
generations, mating is random (i.e., the population is panmictic), the organism is
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diploid, generations do not overlap, reproduction is sexual, and the effects of
mutation, migration, and selection are negligible. For autosomal loci (i.e., those not
located on sex chromosomes) with two alleles, the Hardy-Weinberg model is
expressed as: (p � q)2 � p2 � 2pq � q2 � 1, where p is the frequency of the more
common allele A, and q is the frequency of the less common allele a and p � q � 1.
A and a are alleles for a particular trait for which we can distinguish carriers of the
genotypes AA, Aa, and aa on a phenotypic basis. The frequency of the more common
homozygote, AA, is p2; the frequency of the heterozygote, Aa, is 2pq; and the fre-
quency of the less common homozygote, aa, is q2. The Hardy-Weinberg model not
only relates frequencies of phenotypes and genotypes at the population level, but also
predicts constancy of allele frequencies between generations, and may be used to pre-
dict genotype frequencies given present allele frequencies, subject to the satisfaction
of the model’s assumptions. Key applications of the model follow:

1. Infer frequency of recessive allele (solve for q)
2. Infer frequency of “carriers” of a trait, and
3. Testing for genotype frequency equilibrium

Tests of departure from expected genotype frequencies can be categorized into two
groups (Guo and Thompson 1992). One group consists of large-sample goodness-
of-fit tests such as �2, likelihood ratio statistic G2 and the conditional �2 test (Li 1955).
The other approach involves exact tests (Levene 1949, Haldane 1954, Chapko 1976).
Exact tests are performed when sample sizes are small and hence, expected frequen-
cies of some genotypes are small, but such tests are computationally intensive.
Screening of highly polymorphic markers necessitates use of exact tests. Guo and
Thompson (1992) proposed two algorithms to estimate significance levels for exact
tests of Hardy-Weinberg proportions. They involve (computerized) resampling proce-
dures, one a Monte Carlo and one a Markov Chain method (Box 9.1) GENEPOP
(Raymond and Rousset 1995) may be used to implement this method.

Genetic diversity at a single locus is characterized by three parameters: A � allelic
diversity, the number of alleles observed; Ho � observed heterozygosity, the total num-
ber of heterozygotes/sample size; and He � expected heterozygosity. For a single locus
with two alleles, He � 2pq, also called gene diversity. When there are more than two

alleles, He � 1 � �
A

i�1
pi

2, where i � frequency of the ith allele. Often, He is reported in

preference to Ho because it is less affected by sampling. To reliably estimate heterozy-
gosity, multiple loci must be sampled. To extend these metrics to multiple loci, A � total
number of alleles over all loci/number of loci. Ho and He can be averaged over loci.

Application of the Hardy-Weinberg model provides a basis for assessment of evo-
lutionary forces affecting the array of genotypes in a population. That is, when a fit of
observed data to Hardy-Weinberg expectations is found, all assumptions underlying
the model were at least approximately met. When there is significant departure, then
one or more of the underlying assumptions were not met. Deviations may include
inbreeding, assortative or disassortative mating, random genetic drift, selection, or
population differentiation and mixing. Independent lines of evidence will be needed
to infer the cause(s) of the departure, inferences often reached using statistical
approaches described in subsequent sections of this chapter.

Sewall Wright (1965) developed a statistical approach to partitioning the departure of
genotype frequencies in a system of populations into within- and between-population
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components. The Hardy-Weinberg model is revised to add a parameter, F, the fixation
index, which captures the deviation from expected genotype frequencies:

frequency of (AA) � p–2 � Fpq––

frequency of (Aa) � 2pq–– � (1 � F)
frequency of (aa) � q–2 � Fpq––

F � vp / ( pq––) (9.1)
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Box 9.1. Methods underlying certain population genetic data 
analytic procedures

Several methods underlie population analytic methods used for drawing infer-
ences from population genetics data. Key methods briefly summarized here are
more fully explained for population genetics contexts by Luikart and England
(1999) and for phylogenetics contexts by Nei and Kumar (2000).

Maximum likelihood methods find the genetic parameters that maximize the
likelihood of obtaining the observed data under a certain model. For example, a
statistical model is developed that gives the probability of obtaining the
observed allele frequencies given a set of demographic and mutational parame-
ters (Luikart and England 1999). It then can be determined which parameter
values maximize the likelihood of obtaining the observed data. Maximum likeli-
hood methods are difficult to understand and computationally intensive, com-
plications addressed to a large degree by the availability of specialized software
packages.

Coalescent methods assess a genealogical view of intraspecific variation,
looking backward through history past occasional mutations to infer pathways
by which extant haplotypes “coalesce” to common ancestors (Avise 2000). The
demographic history of a species leaves signatures on the coalescence events in
population trees. Examination of patterns of pairwise genetic differences can
lead to inference of the rate and date of changes in population size (Rogers and
Harpending 1992, Avise 2000).

Bayesian methods provide a probability distribution (a “posterior distribu-
tion”) for a parameter of interest (e.g., Ne) by using the data and incomplete data
or expert opinion about probability distribution (a “prior distribution”) of one or
more input parameters underlying the model (Luikart and England 1999). For
example, a Bayesian approach might incorporate a prior distribution of mutation
rates ranging from 1 � 10�2 to 1 � 10�6, with 1 � 10�4 being most probable, even
though our knowledge of the microsatellite mutation rate in our species of inter-
est is incomplete. Although the subjective aspect of Bayesian inference is disturb-
ing to some users, Bayesian methods can yield reasonably precise estimates of
genetic parameters, especially when prior information is available.

Markov chain Monte Carlo (MCMC) algorithms are computation-intensive
stochastic simulation methods for solving complex functions, for example, the
mathematical integration needed to calculate the posterior distribution for
Bayesian analyses (Luikart and England 1999).



The overall deviation from Hardy-Weinberg expectation (termed FIT) can be parti-
tioned into: FIS � the deviation due to “inbreeding” (i.e., to processes occurring
within populations), and FST � the deviation due to differentiation (i.e., to processes
occurring between populations). In this partitioning:

Hi � 1 � ( pi
2 � qi

2) � expected heterozygosity in population i.
HS � (Hi) / n � expected heterozygosity among n populations in 

a group of related populatons (in fisheries, often termed 
a genetic stock).

HT � 1 � ( p–2 � q–2) � expected total heterozygosity.
FST � 1 � (HS / HT) � genetic deviation due to differentiation among

populations
(1 � FIT) � (1 � FIS) (1 � FST). (9.2)

Note that FST is calculated for each allele at a locus. With two alleles, the values will
be equal. With more than two alleles, the values will differ. To extend this approach to
multiple loci, after calculating FST for all alleles, the mean value can be calculated. If a
population is divided into many breeding units, then the frequency of homozygotes
tends to be higher than Hardy-Weinberg expectation, a phenomenon termed the
Wahlund effect.

A variety of software packages may be used for calculating statistics quantifying
within-population genetic variation, including Arlequin (Excoffier et al. 2006), POP-
GENE (Yeh et al. 1999), and FSTAT (Goudet 2002). Analysis of genetic diversity and
fixation indices for DNA sequences can be performed using DNAsp (Rozas and
Rozas 1995).

Assessment of Inbreeding

Inbreeding is the mating of related individuals. In the aquaculture context, inbreeding
results from crossing related individuals in the hatchery. Every individual carries reces-
sive alleles that are not expressed because they are “masked” in the heterozygous
state. Some of these alleles are deleterious, and were they expressed, they would nega-
tively impact the fitness of the carrier. Related individuals are more likely to share the
same recessive alleles than unrelated individuals. In the classical, dominance-mediated
model of inbreeding depression, inbreeding increases the rate of homozygosity by
pairing alleles that are identical by descent, thereby increasing the likelihood that dele-
terious recessive alleles will be expressed in the homozygous state. Expression of dele-
terious recessive alleles can impact the fitness of the carriers as decreased larval
viability, survival through key life cycle events, growth rate, or reproductive ability. The
frequency of abnormalities may be increased. Decreased fitness due to inbreeding is
referred to as inbreeding depression. Increasing levels of inbreeding tend to be associ-
ated with more pronounced inbreeding depression. Inbreeding depression in aquacul-
ture stocks has been demonstrated for a range of fitness and production traits in
rainbow trout (Kincaid 1976a, 1976b, 1983), growth rate and other economic traits in
channel catfish (Bondari 1984, Bondari and Dunham 1987), and larval viability and
growth rate in eastern oyster (Longwell and Stiles 1973).
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Classical Approaches

An analytical technique called path analysis (Gall 1987, Tave 1993, Hallerman 2003)
(detailed in Chapter 10) is used to identify the lines of descent from a common
ancestor to parents of an individual of interest and to estimate the contribution
of each line of descent to the resulting level of inbreeding of the individual. Essen-
tially, the approach estimates the likelihood that two homozygous alleles in an
individual are identical by descent from the common ancestor. The inbreeding coeffi-
cient (Fx) of an individual is calculated as Fx � � [(1⁄2)N(1 � FA)], where Fx is the
inbreeding coefficient for individual X, N is the number of individuals in a given path,
and FA is the inbreeding coefficient for the common ancestor (if nonzero). Closed
aquaculture stocks may have complex pedigrees. A number of computational
methods have been developed for calculating inbreeding coefficients for large
populations for which pedigrees are known (Emik and Terrill 1949, Cruden 1949 as
cited by Gall 1987). However, pedigrees for individuals in most cultured stocks are
unknown.

In the absence of pedigree information, we cannot calculate F for individuals. We
can, however, estimate the mean rate of inbreeding for the population if we make a
key simplifying assumption. Assuming that each individual contributed equally to the
progeny generation, a mean F for the population can be estimated when the numbers
of breeders of each sex used to propagate a population are known (Tave 1993,
Hallerman 2003), as described in Chapter 10. Since this simplifying assumption is
unlikely to be met fully in most situations, the resulting estimated rate of inbreeding
per generation should be regarded as the lower bound for that actually occurring in
the population. The rate of inbreeding for a population also can be estimated as a
function of its inbreeding effective population size, Ne, as F � 1/2Ne, procedures for
estimation of which are discussed below.

A classical approach for inferring that inbreeding may have occurred in a popula-
tion of interest is to demonstrate that frequencies of homozygotes significantly exceed
those expected under Hardy-Weinberg equilibrium. Wright (1931) developed an
approach for estimating a parameter f quantifying how much of a population’s depar-
ture from Hardy-Weinberg equilibrium might be attributed to inbreeding. This
approach, however, is not particularly powerful for drawing inferences, because
departures from Hardy-Weinberg expectations may occur for other reasons (e.g., mix-
ing of populations) or for multiple reasons (selection, drift, mixing).

A large body of studies has tested the hypothesis that individual heterozygosity
at isozyme or microsatellite markers is correlated with chosen metrics of fitness
(Hallerman 2003) (see Chapter 10). Most studies invoke either overdominance or
inbreeding as the underlying explanation for results supporting the hypothesis. The
implicit assumption in such studies is that an individual’s degree of inbreeding can be
estimated reliably using on the order of 10 markers. Balloux and others (2004) used
individual-based simulations to examine the conditions under which heterzygosity
and inbreeding are likely to be correlated. The results indicated that for such a corre-
lation to prove strong inbreeding must be severe and frequent and the number of loci
screened must be large (approximately 200). Observed correlations of heterozygosity
and fitness likely reflect linkage of marker and fitness-related loci.
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Recent Approaches

Newer approaches to assessing inbreeding in individuals or populations are based on
the stepwise mutation model (SMM) for microsatellite markers. Under the SMM,
because mutation tends to add or subtract one microsatellite repeat, alleles with very
different lengths are less related than alleles with similar lengths.

Coulson and others (1998) inferred the relative level of inbreeding within individu-
als by considering individual heterozygosity (likely to reflect recent inbreeding) and
the relative lengths of their microsatellite alleles at a locus (likely to reflect inbreeding
earlier in the pedigree). Regarding microsatellite markers, heterozygotes with alleles
of very different length were considered less inbred than heterozygotes with alleles of
similar length. A method for calculating an individual-specific internal distance mea-
sure (d2) was described. Outbred neonatal red deer (Coulson et al. 1998) and harbor
seals (Coltman et al. 1998) were heavier at birth than relatively inbred individuals.
Coulson et al. (1998) concluded that both heterozygosity and mean d2 were useful for
characterizing inbreeding in populations.

Ayres and Balding (1998) and Saccheri and others (1999) developed likelihood-
based methods for estimating population-level inbreeding coefficients from
microsatellite data. Ayres and Balding (1998) proposed a MCMC Bayesian method
(see Box 9.1) for assessing inbreeding-mediated departures from Hardy-Weinberg
equilibrium. The method incorporates the effect of uncertainty regarding allele fre-
quencies and constraints on f, the parameter that measures departure for Hardy-
Weinberg equilibrium due to inbreeding. The advantages of the method were
illustrated by considering data on the Plasmodium malaria parasite and on humans.
Saccheri and others (1999) showed that heterozygosity decreased more than expected
in experimentally bottlenecked populations of a butterfly. They found it more informa-
tive to estimate the probably distribution of 2, the variance in the number of descen-
dants left per gene, a measure of inbreeding. These likelihood-based methods may
perform better than classical F-statistics and support more explicit testing of different
inbreeding models and their underlying assumptions (Luikart and England 1999).

Estimation of Effective Population Size

When an aquaculture stock is propagated, allele frequencies may be changed by ran-
dom genetic drift (i.e., by nonselective processes driven by sampling error). Drift
tends to decrease genetic variation; the change in genetic variance is relatively low for
large populations and high for small populations. Drift can have a cumulative effect
over a run of generations. To assess the effect of small population size, Wright (1931,
1938) developed the concept of the effective population number, Ne.

Demographic Approaches

While several different concepts of Ne have been developed (Hallerman 2003), in our
context we are most concerned with the amount of allele frequency drift, and hence
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with the variance effective number. Three mechanisms decreasing Ne are especially
relevant in the aquaculture context.

1. Unequal numbers of male and female breeders. In such cases, the effective popu-
lation size is related directly to the sex ratio as: Ne � 4NmNf / (Nm � Nf), where:
Nm � the number of breeding males, and Nf � the number of breeding females.

2. Nonrandom family size. If census population size N is constant and mating is ran-
dom, Ne can be estimated as: Ne � 4N/(2 � Vk), where Vk � variance in family size.
Note that Ne � N if Vk � 2. In many contexts, family size is likely to be different for
the sexes, in which case Ne � 8N/(4 � Vkm � Vkf), where Vkm � variance in family
size among females, and Vkf � variance in family size among males (Hill 1979).

3. Different numbers of parents in successive generations. If loss of variability occurs
because a restricted number of individuals was used to found a new stock, it is
referred to as a founder effect. If loss of variation occurs due to a restricted num-
ber of individuals reproducing within an existing stock, it is termed a bottleneck
effect. The effect of a reduction in the number of breeders on the effective size of
the population is estimated as 1/Ne � 1/t (1/Net�1 � 1/Net�2 � . . . � 1/Net�t), where
t � the number of generations, and Net�n � the effective size of the population in
the generation specified. Since Ne appears in the denominator of the fractions, it
follows that small values of Ne make a large impact on the mean Ne over a period of
generations.

These mechanisms can, of course, all be at issue in a cultured population, simulta-
neously or at different times in the breeding history of the stock. The practical impli-
cation of these considerations is that aquaculturists should not allow a stock to
become bottlenecked. The effects of random genetic drift upon Ne were seen by
Allendorf and Phelps (1980), Cross and King (1983), Vuorinen (1984), Hallerman
and others (1986), Brown and others (2005), who showed loss of considerable genetic
variation after a few generations of captive propagation. However, the data require-
ments for demographics-based methods of estimating Ne frequently restrict their use-
fulness for aquaculture applications. In particular, demographic methods require
numerous assumptions regarding the relative success of breeders. Only in exceptional
instances do we have access to data on who mated with whom and how successfully
(see Chapter 8 on parentage inference).

Marker-based Approaches

Because the impact of random genetic drift is a function of effective population size,
molecular genetics-based approaches have been developed for using genetic data to
obtain indirect estimates of Ne. Some such models estimate Ne using inferences based
on the correlation of genetic variation with population size. Large populations will
generally exhibit greater genetic variation; further, alleles at unlinked loci will be ran-
domly associated. Smaller populations will exhibit less variation; because of the lim-
ited number of allelic combinations occurring in a small population, some unlinked
alleles will be inherited together by chance alone. Applying this approach, Hill (1981)
estimated Ne by assessing linkage disequilibrium (D) and correlation of alleles at dif-
ferent loci (r) in a sample drawn from a population. The correlation among alleles,
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r, is estimated as r � D/[ p(1 � p) � q(1 � p)]1⁄2, where p � frequency of allele A at
locus 1, q � frequency of allele B at locus 2, and D � Burrow’s composite measure of
equilibrium, a measure of linkage. A matrix of such correlation values is constructed.
Ne (D), the Ne as estimated from linkage disequilibrium data, is estimated as Ne (D) �
1/[3(r2 � 1/s)], where s � sample size. This yields an estimate of Ne (D) for each poly-
morphic locus; to obtain a single value of Ne (D), the arithmetic mean value of the r2s
and the harmonic mean of the s’s are calculated and substituted into the equation.
Equations are presented by Bartley and others (1992) for calculating confidence
intervals and the variance of Ne (D). Both D and r will be zero in an ideal, infinite, ran-
domly mating population, but will depart from zero in real, finite populations due to
drift, migration, selection, and linkage. The gametic disequilibrium approach to esti-
mating Ne can be applied using the LINKDOS option in GENEPOP (Raymond and
Rousset 1995). Bartley and others (1992) demonstrated use of Hill’s approach using
isozyme marker data. One case study considered a hatchery enhancement program
for white sea bass (Atractoscion nobilis), in which juveniles produced by 25 adults
spawning in a tank year after year were sampled. The ratio of Ne (D)/N was below 1.0
because of unequal sex ratio among spawners and unequal contribution of adults to
spawn. Another case study examined the rainbow trout (Oncorhynchus mykiss) stock
at Shasta Hatchery, California, an intensively managed hatchery-breeding program
tracking family data, sex ratios, and genetic contributions among 17–30 single-pair
matings. Ne (D) was found to approximate N, arguing for good breeding practice at
the hatchery and the validity of the method used for estimating Ne.

Other models (e.g., Nei and Tajima 1981, Pollack 1983) use temporal variation in
allele frequencies to estimate an average Ne per generation over the time interval of
interest. That is, these models use direct measurement of the effects of random drift
to infer what population size would have caused the observed change in allele fre-
quencies. The approach is particularly robust over intervals of 2 to 10 generations and
when Ne is small (Waples 1989). Modifications of such models for estimating effective
sizes of salmonid populations were made by Waples (1989, 1990), Waples and Teel
(1990), and Tajima (1992). Jorde and Ryman (1995) showed how to estimate Ne for
brown trout populations with overlapping generations. Temporal variation models
have been shown useful in estimating Ne in hatchery populations of salmon (Waples
and Teel 1990) and shellfish (Hedgecock and Sly 1990, Hedgecock et al. 1992, Apple-
yard and Ward 2006). The disadvantage of the temporal variance approach is that two
temporally separated samples of the population (at least two generations apart) are
needed. The software package TM2.exe (Beaumont 1999) implements maximum
likelihood, coalescent, Bayesian, and MCMC algorithms for estimating current Ne
from the temporal variance of allele frequencies.

A third approach to estimating Ne quantifies heterozygosity excess (Pudovkin et al.
1996, Cornuet and Luikart 1996). The approach is based on the observation that when
populations are small, binomial sampling error produces genotype frequency differ-
ences between males and females, resulting in an excess of heterozygotes in their
progeny relative to Hardy-Weinberg expectations. By quantifying the magnitude of
heterozygote excess in their progeny, one can estimate Ne. A primary advantage of
this approach is that only one sample is needed to estimate Ne. However, the method
may be valid only for breeding systems with a random union of gametes, as in broad-
cast spawners, and confidence intervals about Ne estimates are very large. However,
Luikart and Cornuet (1999) evaluated the accuracy and precision of the heterozygote
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excess method using simulated and empirical data for monogamous, polygynous, and
polygamous mating systems using realistic sample sizes of 15–120 individuals and
5–30 markers with varying levels of polymorphism. Estimates of the effective number
of breeders, Neb, were nearly unbiased for all mating systems. However, confidence
intervals were acceptably small only for polygynous and polygamous systems with
fewer than 10 effective breeders unless samples included more than 60 individuals
and 20 multiallelic marker loci. The heterogeneity excess approach for estimating Ne
may be applied using the BOTTLENECK software (Piry et al. 1999).

Comparing among gametic disequilibrium, temporal variance, and heterozygote
excess methods for estimating Ne, Schwartz and others (1998) regarded the temporal
variance method the most promising because it provides increasingly precise estimates
of Ne as the number of alleles per locus increases. They noted, however, that the per-
formance of the three methods had not been compared under the same conditions.
Schwartz and others (1999) noted that coalescent, maximum likelihood, and Bayesian
statistics (Nielsen et al. 1998, O’Ryan et al. 1998) can be used to estimate current Ne
from changes in allele frequencies assuming a known divergence time from common
ancestral populations, a context that may be relevant to aquaculture genetics.

Phylogenetic and coalescent theory have provided a number of estimators for
inbreeding effective population numbers based upon nucleotide sequence and
microsatellite data (Felsenstein 1992; Fu 1994a, 1994b; Kuhner et al. 1995; Beerli and
Felsenstein 1999). However, the inbreeding effective population number is a more
retrospective statistic, while the variance effective population number reflects more
recent demographic and population genetics processes (Crandall et al. 1999). A
recent bottleneck would result in a large inbreeding Ne and small variance Ne, while
rapid increase in population size would result in small inbreeding Ne and large vari-
ance Ne. Relating to our context, phylogenetic and coalescence-based methods, while
appropriate for estimating Ne over an evolutionary time-scale (hundreds of genera-
tions), would not seem particularly relevant to aquaculture genetics.

Inferring Selection

Selection, the differential perpetuation of genes and gene complexes (Dobzhansky
1970), is the evolutionary force mediating adaptation of populations to their environ-
ment. In the aquaculture context, domestication selection occurs as genotypes not
suited to culture conditions are eliminated and those suited to culture conditions
increase in frequency. Breeders purposefully use artificial selection to develop aqua-
culture stocks that are more productive under aquaculture conditions. Yet, selection
is not the only source of change in allele frequencies in cultured stocks. Nonselective
processes include random genetic drift (mediated through founder effects, limited
numbers of breeders, and unequal breeding success), mutation, and introduction of
genetic material from outside the cultured stock. For theoretical or practical selective
breeding purposes, aquaculture scientists may want to infer which loci are subject to
selection. In practice, however, this is not a simple problem (Nei and Kumar 2000,
Ford 2002, Hedrick 2005).

Many contributions to the population genetics literature seek to attach selective
significance to allozyme polymorphisms, as discussed in Chapter 7 (Kimura 1983, Nei
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and Graur 1984), and methods were developed to test the departure of observed
allozyme frequencies from expectations based upon assumptions under selective neu-
trality (Ewens 1972, Lewontin and Krakauer 1973, Watterson 1978). However, these
tests had low experimental power and their underlying assumptions frequently were
violated, making strong inferences about selection difficult (Ford 2002). For example,
Hallerman and others (1986) were able to infer that selection had affected allele fre-
quencies in cultured stocks of channel catfish but were not able to identify the
affected loci.

Because of the relatively great information content of DNA sequence data, statisti-
cal tests of the fit of observed data to neutral models has proven more successful, and
many such tests have been developed (Ford 2002). Application of selection models to
DNA-level data, however, are complicated by issues of synonymous and nonsynony-
mous nucleotide substitutions, codon usage bias, and coding and noncoding regions
of nuclear DNA. A complete discussion of these issues as related to inference of
selection is beyond the scope of this chapter, and may be found in Brookfield and
Sharp (1994) and Kreitman and Akashi (1995). We will restrict our discussion to three
models that have been applied to aquatic organisms.

Tajima (1989) developed a test statistic, D, based on the difference between two
estimators of the neutral polymorphism parameter 4Neμ, where μ is the mutation
rate. One estimator is based on the total number of polymorphic nucleotide sites
observed, and the other based on the average number of differences between all pairs
of sequences sampled. Under neutrality, both estimators are expected to be equal,
while under selection they differ. Negative D values indicate an excess of rare vari-
ants, and positive D values indicate an excess of intermediate frequency variants. The
test for selection entails quantification of how likely the difference between the esti-
mators is attributable to chance alone. Tajima (1989) demonstrated testing of the D
statistic using a data set on Drosophila, and it has since been applied to microbes,
plants, a number of animals, and humans. Fu (1997) discusses a number of tests simi-
lar to Tajima’s D.

Synonymous mutations in a DNA sequence are expected to be selectively neutral
because they do not result in a change in the expressed protein. Nonsynonymous
mutations, because they do result in a change in the expressed protein, are more likely
to be subject to selection. Hence, the rates of nonsynomymous (dn) to synonymous
(ds) mutations among DNA sequences can be used as a test of positive selection (Hill
and Hastie 1987, Hughes and Nei 1988). If most nonsynonymous mutations are dele-
terious, then dn/ds will be less than 1; if most are beneficial, dn/ds will be greater than 1.
Application of the approach to a piscine system is perhaps best shown by studies of
salmonid transferrin, an iron-binding protein that plays a role in iron metabolism and
resistance to bacterial infection. Comparison of transferrin sequences from four
salmonids showed that the rate of evolution at nonsynonymous sites was significantly
faster than the rate at synonymous sites (Ford et al. 1999), suggesting positive selec-
tion for new alleles. In contrast, there was no evidence of greater differentiation
among Chinook salmon populations at nonsynonymous than at synonymous sites, nor
of reduction of variation due to the hitchhiking effect at the transferrin gene (Ford
2000). Within the salmonids, roughly 13% of transferrin codon sites were inferred to
be subject to positive selection; evidence of positive selection was limited to
salmonids, however, and was not seen in other fish, amphibians, or mammals (Ford
2001). The molecular locations of sites subject to selection in salmonids supported the
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view that selection is driven by competition for iron with pathogenic bacteria. Other
work using the dn/ds test approach in piscine systems included analysis of nucleotide
sequences for odorant receptor genes of channel catfish, which suggested that posi-
tive selection generated enhanced diversity within the putative odorant domains
(Ngal et al. 1993).

McDonald and Kreitman (1991) put forward a two-by-two contingency test com-
paring the numbers of nonsynonymous and synonymous polymorphisms within and
between species. Under neutrality, the ratio of nonsynonymous/synonymous poly-
morphisms within species is expected to equal that between species. Among applica-
tions in aquatic species, analysis of nucleotide sequences of 124 pantophysin I alleles
showed evidence of both balancing and directional selection, but no evidence of a
geographic basis for the varying selection (Pogson 2001). Heterogeneity in the fre-
quencies of recently derived mutations suggested that two selective sweeps may be
occurring among populations. Positive selection on pan I subsequently was found in
other members of the cod family (Pogson and Mesa 2004, Canino and Bentzen 2004).

Thorough analyses of the properties and application of selective neutrality tests
are beyond the scope of this chapter, but can be found in Li (1997), Nei and Kumar
(2000), Ford (2002), and Hedrick (2005). Software for executing five tests of depar-
tures from selective neutrality is available in DNAsp (Rozas and Rozas 1995).

Although the results would be of both theoretical and applied interest, we are not
aware of applications of models of selective neutrality to DNA-level data for aquacul-
ture stocks. We encourage such applications. Particularly interesting would be
improved understanding of the relation between host-pathogen or parasite interac-
tions and variation at the major histocompatibility complex, which potentially could
be applied in selective breeding. Alleles or haplotypes that confer resistance to key
pathogens or parasites in resource lines could be introgressed into production lines by
marker-assisted selection.

Population Differentiation

A fundamental issue on population genetics is detection, quantification, and explana-
tion of the forces driving differentiation of populations. The issue also arises in aqua-
culture. Differentiation of cultured stocks from wild populations has been considered
for species including masu salmon (Nakajima et al. 1986), Atlantic salmon (Skaala
et al. 2004), arctic char (Lundrigan et al. 2005), puffer fish (Cui et al. 2005), and pearl
oyster (Yu and Chu 2006). Differentiated populations may be identified for possible
crossbreeding, as has been considered for Asian sea bass (Zhu et al. 2006). Breeders
may have an interest in identifying unique wild populations that are candidate
resource stocks for introgression of valued traits into cultured stocks.`

Classical Approaches

The first question regarding genetic variation in a collection of populations is how
much occurs within and how much occurs among populations. The classical popula-
tion genetics literature provides a number of analytic approaches. Some predate,
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while others were developed following the impetus provided by the development of
allozyme markers.

One of the key assumptions underlying the Hardy-Weinberg model is that geno-
type frequencies are being considered across a single, panmictic population. If geno-
type frequencies depart from expectations, one possible explanation is that the data
under consideration actually are drawn from differentiated populations. Tests of
departure of genotype frequencies from Hardy-Weinberg equilibrium are discussed
above in the section on genetic variation within populations.

The observed average heterozygosity in a pool of populations with different allele
frequencies is reduced relative to the heterozygosity in the pooled population if all
individuals were randomly mating. Wright (1965) developed a theory useful for quan-
tifying population genetic differentiation based upon the fixation index, FST, which he
defined as the correlation of two alleles chosen at random from the total population.
The fixation index is calculated as:

FST � (HT � H
–

S) / HT, (9.3)

where HT is the expected heterozygosity in a randomly mating pooled population, and
H
–

S is the average of the expected heterozygosity in randomly mating subpopulations.
Genetic variation may be hierarchical (e.g., populations within rivers within major

drainages within regions within the total range), and the analysis can be structured to
estimate partitioning of genetic variance at multiple levels. Terms of reference for
what comprises biologically meaningful genetic differentiation must be made anew
for every species.

Wright’s classic formulation for fixation indices was developed for the case of two
alleles, leaving a need to extend it to multiple alleles. Further, in Wright’s definitions,
FIS and FIT are the correlations between two uniting gametes relative to the subpopu-
lation and the total population, respectively, and FST is the correlation of two gametes
drawn at random from each subpopulation. The underlying worldview is that all the
populations or subpopulations are derived from a common ancestral population and
that all populations are equally related to one another. This pattern of relatedness
almost never applies. Populations almost always have some pattern of phylogenetic
relatedness. Population size varies, and migration links some but not all populations.
Hence, Nei (1977) redefined F indices in terms of heterozygosities (i.e., without refer-
ence to uniting gametes and proposed a new metric, GST, the coefficient of gene dif-
ferentiation) (Nei 1973). The two approaches are related; as for FST analyses, the
relative magnitude of genetic differentiation among populations is:

GST � (H
–

T � H
–

S) / H–T (9.4)

Often, a matrix of FST or GST values among populations is constructed and sub-
jected to a clustering algorithm to construct a population tree showing graphically the
patterns of differentiation among populations. FSTAT (Goudet 2002) is a useful pro-
gram for conducting such analyses.

Genetic distance is the degree of genomic difference between species or popula-
tions that is measured by some numerical method (Nei 1987a). Over the past several
decades, various measures of genetic distance have been proposed. In some of these
metrics, such as, Cavalli-Sforza and Edwards’ (1967) chord distance, populations are
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regarded as points in multidimensional space, and genetic distance is measured as the
geometric distance between these points. The absolute values of these distances have
no particular biological meaning; rather, the relative values are used to infer genetic
relationships among populations. Using a contrasting approach, Nei (1972, 1973b)
quantified the number of gene substitutions per locus that have occurred since diver-
gence of two populations under consideration, providing an absolute measure with
biological meaning. Minimum, standard, and maximum distance metrics were pro-
posed to take account of molecular genetic methodological and statistical complexi-
ties. A thorough discussion of distance metrics is provided by Nei (1987b). Distance
measures may be estimated and analyzed using a variety of general-purpose popula-
tion genetics analysis programs mentioned below in this chapter.

In a rather different approach, allele frequencies are regarded as random variables
and a statistical model for these variables is developed. Parameters in the model are
estimated for allele frequencies observed in samples of subpopulations. The parame-
ters in the model are regarded as components of variance. Cockerham (1969, 1973)
developed the approach for a single, two-allele locus. Weir and Cockerham (1984)
extended the approach to multiple loci and alleles. Subsequently, Excoffier and others
(1992) incorporated information on DNA haplotype divergence into an analysis of
variance format. This analysis of molecular variance, termed AMOVA, produces esti-
mates of variance components and F-statistic analogs, designated as � statistics. These
metrics reflect the correlation of haplotypic diversity at different hierarchical levels of
population genetic organization, for example, within populations, among populations
within groups, and among groups. Excoffier and others (1992) presented permuta-
tional procedures to provide significance tests for each of the hierarchical variance
components. AMOVA may be run using Arlequin (Excoffier et al. 2006).

It can be useful to determine whether differentiation among populations reflects
real differences in selective forces or is simply the result of geographic distance or
stream distance (i.e., isolation by distance). Most coefficients of divergence, such as,
FST, RST, and genetic distance values, can be correlated to physical distance using a
Mantel test, a correlation between two data matrixes. Suitable software for such
analysis is PASSAGE (Rosenberg 2003).

Recently Developed Analyses for Highly Variable Markers

Analyses using FST or GST generally assume that mutation follows an infinite allele
model or that mutation is negligible and can be disregarded. However, mutation of
microsatellite markers may be too rapid to be disregarded, and may follow a stepwise
mode of mutation. Several new statistical approaches have been developed to deal
with the high mutability and stepwise mutational mode of microsatellite markers.

R-statistics (Slatkin 1995) were developed to account for loci undergoing stepwise
mutation. RST may be calculated as:

RST � (S � SW) / S, (9.5)

where SW and S are the average sum of squares of the differences in allele size within
a population and in the pooled population, respectively. A matrix of RST values
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among the populations studied often is used to construct a population tree. Because it
captures the evolutionary history of microsatellite markers, the RST metric can prove
more powerful for quantifying population genetic differentiation than IAM-based
metrics such as FST or GST (Balloux and Lugon-Moulin 2002). RST metrics can be cal-
culated using the RSTCALC software (Goodman 1997).

� is a metric that accounts for stepwise, multilocus variation of microsatellite alle-
les that is also correct for variation of sample size (Michalakis and Excoffier 1996). �s,
the proportion of shared alleles, is a measure of similarity between the multilocus
genotypes of two individuals (Bowcock et al. 1994). �s is calculated as the number of
shared alleles summed over loci divided by (2 � number of loci compared). A genetic
distance measure Dps between two individuals may be calculated as 1-�s, which can in
turn be averaged within or among populations. Dkf is a metric of population relation-
ship based on allele frequencies (Bowcock et al. 1994), with 1-Dkf providing a mea-
sure of genetic distance among populations. The program MICROSAT (Minch et al.
1999) is useful for estimating pairwise genetic distances both among individuals and
populations using the Dkf and Dps metrics.

Most coefficients of differentiation are based on population-level data, such as
allele frequencies and diagnostic alleles within populations. With highly variable
markers such as microsatellites, differentiation of individuals becomes feasible. Cor-
nuet and others (1999) noted that a simple study consisting of five loci and three alle-
les per locus can yield 7,776 possible genotypes. With this degree of variability, the
individual can become the ultimate taxon, with the individual multilocus genotype
replacing allele frequency as the basis for data analysis. The underlying principle of
assignment tests is that individual multilocus genotypes are assigned to populations
where their expected frequency is greatest. Individuals whose genotypes are more
likely in populations other than the one in which they are found in are said to be “mis-
assigned.” Procedurally, assignment tests provide the following:

1. Identify an individual’s population of origin
2. Add a measure of confidence to the estimate
3. Exclude populations when necessary

Methods for assignment testing can be broadly divided into likelihood-based
methods and distance-based methods. The former can be further approached using
frequency methods and Bayesian methods. Further, all these methods can be modi-
fied to be exclusion methods rather than assignment methods, noting, however, that it
is possible to use exclusion as an assignment method in itself. Limitations to assign-
ment tests should be noted. Some methods of assignment testing will always find a
“closest” population to which the individual can be assigned. However, the set of pop-
ulations included in a study may not necessarily contain the correct population.
Clearly, it may be better not to know an individual’s population of origin at all rather
than to assign it to the wrong population. A measure of confidence is therefore
needed. This can be done by comparing the value of the criterion for the individual
(relative to the given population) with values of the criterion for individuals known to
belong to the population. Assignment tests are useful for studying population differ-
entiation, immigration and dispersal, the success of deliberate introductions, for
detecting introgression (although only for a limited number of generations), and
for forensic applications. Frequentist, Bayesian, and distance-based approaches to
assignment tests have been developed (Rannala and Mountain 1997). Software
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packages for applying the assignment test include GENECLASS (Cornuet et al. 1999,
Piry et al. 2004), STRUCTURE (Pritchard et al. 2000), WHICHRUN (Banks and
Eichert 2000), Spam (Debevec et al. 2000), Doh (Brzustowski 2002), and Genetic
Mixture Analysis (Kalinowski 2003), as well as more general purpose packages such
as Arlequin (Excoffier et al. 2000), GENEPOP (Raymond and Rousset 1995), and
TFPGA (Miller 1997).

Software packages useful for applying a range of approaches for quantifying differ-
entiation of populations include POPGENE (Yeh et al. 1999), GENEPOP (Raymond
and Rousset 1995), Arlequin (Excoffier et al. 2006), TFPGA (Miller 1997), and DNAsp
(Rozas and Rozas 1995). The theory and methods for study of population genetic differ-
entiation are well elaborated, too well elaborated to be adequately described here.
Interested readers are referred to Shaklee and Currens (2003) and Hedrick (2005).

Identifying Escaped Aquaculture Fish and Mixing of Cultured 
and Wild Populations

Routine aquaculture operations frequently involve the loss of cultured fish to the nat-
ural environment, with occasional catastrophic losses of larger numbers of fish. Entry
of cultured fish into natural population and interbreeding poses concerns to many
ecologists, population geneticists, and fisheries managers (Waples 1991, Utter 2003).
The best elaborated case study of such concerns regards Atlantic salmon. Cultured
Atlantic salmon stocks are genetically and behaviorally differentiated from natural
populations (Einum and Fleming 1997, Gross 1998). Interbreeding with cultured
stocks poses genetic risks to wild populations. At the individual population level,
interbreeding may lead to loss of fitness through breakdown of coadapted gene com-
plexes. A two-generation experiment comparing fitness traits among wild, cultured,
F1, F2, and backcross salmon showed that cultured and hybrid salmon exhibited
reduced survival, but faster growth than wild fish, and their parr displaced wild parr
competitively (McGinnity et al. 2003). In an independent experiment, the lifetime
reproductive success of farmed salmon was 16% that of native salmon, and the pro-
ductivity of the native population was reduced by more than 30% by interbreeding
(Fleming et al. 2000). At the landscape level, escapes of cultured Atlantic salmon over
time from many culture sites and interbreeding with native populations may homoge-
nize genetic differentiation among native populations (Hindar et al. 1991). Case stud-
ies involving nonsalmonid species are less numerous. One instance is hybrid catfish
(Clarias macrocephalus x C. gariepinus) escaping from farms in central Thailand inter-
bred with native populations of C. macrocephalus, giving rise to introgressive
hybridization with both wild and cultured stocks (Senanan et al. 2004). In contrast, a
survey of channel catfish (Ictalurus punctatus) populations in Alabama, USA, showed
no evidence of genetic impact from loss of cultured fish into natural populations
(Simmons et al. 2006).

Detection of individuals that have escaped from culture operations is relatively
straightforward if diagnostic markers are available. In some cases, it may be possible
to distinguish cultured individuals by means of phenotypes, including morphometrics,
size of fins, or scale characteristics (Lund et al. 1989, Fleming et al. 1994, Hard et al.
2000), or internal characters such as postvaccination intra-abdominal adhesions
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(Lund et al. 1997). Molecular markers, such as ratios of stable isotopes (Dempson
and Power 2004) or presence of synthetic pigments such as astaxanthin (Lura and
Saegrov 1991), have been used to identify escapees. However, these characters are
useful only for identifying escapees themselves, and are not useful for identifying
their descendents. This raises the need for screening molecular genetic markers,
which are most useful in cases where allele frequencies differ among cultured stocks
and wild populations. Hence, molecular markers will be the tool of choice for infer-
ring the occurrence and extent of mixing of escaped or released cultured stocks and
wild populations. A number of different statistical approaches for inferring the mixing
of populations are available, as described below.

As noted above, if genotype frequencies in a collection depart from Hardy-
Weinberg equilibrium expectations, because of the Wahlund effect, there will be a
heightened frequency of homozygotes. Although this approach was widely used in the
allozyme literature to infer mixing of stocks, the advent of microsatellite markers and
development of more powerful analytic approaches offer greater experimental power
for detecting such mixtures.

As noted above, assignment tests can be used to screen databases comprised of col-
lections of multilocus genotypes to assess how many populations are represented and
to identify the collection to which a particular individual’s multilocus genotype most
likely belongs (Waser and Strobeck 1998). For purposes of identifying escaped aqua-
culture fishes within a wild population, assignment tests are useful for identifying
individuals who are themselves likely migrants among populations (Luikart and
England 1999). Programs useful for applying the assignment test are mentioned in the
previous section.

A coalescence theory-based method has been developed for determining the pro-
portion of different breeding populations that contributed to a mixed or hybridized
population (Bertorelle and Excoffier 1998). A computer program was developed to
implement the procedure (Bertorelle 1998).

Molecular Phylogenetics

Aquaculturists may value knowledge of the evolution of a gene in order to understand
the expression of a valued trait in a cultured species. They may value knowledge of the
evolutionary relationships among wild and cultured stocks, as has been considered for
common carp (Kohlmann et al. 2005). Knowledge of evolutionary relationships
among wild populations may inform selection of prospective resource stocks for pro-
duction or conservation aquaculture. For example, while the Asian oyster (Cras-
sostrea ariakensis) is being considered for introduction as an aquaculture species into
the Chesapeake Bay, there is considerable confusion regarding definition of the
species. Wang and others (2004) collected oysters from five locations along China’s
coast and analyzed morphological, mitochondrial and nuclear DNA characters, dis-
tinguishing red- and white-meat forms as distinct species. With the development of
methods for propagation and culture of imperiled freshwater mussels, questions arise
regarding which potential donor stocks to propagate for outplanting into depleted
populations. Grobler and others (2006) examined mitochondrial and nuclear DNA
characters among populations of the slabside pearlymussel Lexingtonia dollabelloides
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and found that upper Tennessee drainage and Duck River populations should not be
intermixed by demographic augmentation programs. Analysis of DNA marker data
from the evolutionary perspective is the domain of molecular phylogenetics. That is,
similarities and differences in DNA markers may be analyzed using sophisticated
algorithms to infer evolutionary relationships. The principle underlying the inference
is that the greater the time since divergence from a common ancestor, the greater the
number of molecular genetic differences at selectively neutral marker loci.

When DNA sequences are derived from a common ancestor, they gradually
diverge by nucleotide substitution (Nei and Kumar 2000), as discussed in Chapter 3.
However, the rate of substitution varies among sites, for example, among protein-
encoding and nonencoding sequences. Hence, we must base our estimate of the num-
ber of substitutions upon a well-chosen mathematical model of nucleotide
substitutions. Many such models have been developed. Among the most frequently
used, under the Jukes-Cantor (1969) model, nucleotide substitution occurs at any site
with equal frequency, and at each site a nucleotide changes to one of the three other
nucleotides with a probability of � per year. Under Kimura’s (1980) two-parameter
model, the rate of transitional substitutions per site per year (�) is assumed to differ
from that for transversional substitutions (2�). Tajima and Nei’s (1984) model is
based on an assumption that the rate of nucleotide substitution is equal for all
nucleotide pairs. The decision of which model is most appropriate for a given data set
can prove difficult. Users may select among 56 models of nucleotide substitution
using the MODEL TEST software (Posada and Crandall 1998, Posada 2006).

The goal of phylogenetic inference is to construct a “tree” showing how sampled
individuals, extant populations, or species evolved from a common ancestor. Phyloge-
netic inference may be based on distance, maximum parsimony, or maximum likeli-
hood methods. In distance methods, evolutionary distances are estimated for all pairs
of taxa, and phylogenetic trees are constructed by considering the relationships
among these distance values (Nei and Kumar 2000), as discussed in Chapter 6.
UPGMA (unweighted pair-group method using arithmetic averages), least squares,
minimum evolution, and neighbor-joining methods have been elaborated for tree
construction. Nei and Kumar (2000) suggested guidelines for constructing distance-
based trees, and was also discussed in Chapter 6. Originally developed for morpho-
logical characters, maximum parsimony (MP) methods later were applied to
molecular genetic data. In MP methods, four or more aligned nucleotide sequences
are considered, and the nucleotides of ancestral taxa are inferred separately at each
site (Nei and Kumar 2000), as also discussed in Chapter 7. The smallest numbers of
nucleotide substitutions that explain the entire evolutionary process for the topology
are computed, and the topology with the smallest number of substitutions is chosen as
the best tree. Using maximum likelihood (ML) methods, the likelihood of observing a
given set of sequence data for a specific model of nucleotide substitution is maximized
for each topology, and the topology that gives the highest likelihood is chosen as
the final tree (Felsenstein 1981, Nei and Kumar 2000) (see Chapter 8). Bayesian
methods that incorporate prior information also may be used to infer phylogenies
(Huelsenbeck et al. 2001, Felsenstein 2004a).

When there are more than a few taxa, the number of possible tree topologies
becomes huge, and determining statistical support for parts of a tree becomes impor-
tant. The most common approach for estimating statistical support for a node on a
tree is to calculate bootstrap values by resampling the data (Felsenstein 1985, 2004a).
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The computational demands are such that phylogenetic inference is virtually impos-
sible without specially developed software packages. Key software packages for per-
forming phylogenetic analyses include PAUP (Swofford 1998), PHYLIP (Felsenstein
2004b), and MEGA (Kumar et al. 2004). MRBAYES (Ronquist and Huelsenbeck
2003) is the best software available for running a Bayesian-based phylogenetic analysis.
LAMARC (Kuhner et al. 2004) combines maximum likelihood and coalescence
approaches to phylogeny reconstruction. Key software for tree construction, plotting,
and drawing include PAUP (Swofford 1998), PHYLIP (Felsenstein 2004b), and Tree-
view (Page 2000). Hall (2004) is an excellent, step-by-step manual for constructing and
printing phylogenetic trees, guiding the reader through the use of PAUP, PHYLIP, and
Treeview software packages.

Phylogenetics is a well-elaborated and fast-moving field. We cannot possibly
describe all applications, key publications, and supporting software. Key references
that we recommend are Hillis and Moritz (1990), Nei and Kumar (2000), and Felsen-
stein (2004a). For references to useful software packages and other Web sites, we
highly recommend visiting the Phylogeny Programs Web site (Felsenstein 2006),
which describes and provides hotlinks to 265 phylogeny packages. Other useful
resources include the Phylogenetics Software Resources (UCMP 2006) and Bio Net-
Book (Institute Pasteur 2006) Web sites.

Perspective

Aquaculture as a field of science dates back to about 1970. A self-identifying field of
“genomics” dates back to about the mid-1980s. Development of our workhorse pro-
cedure, polymerase chain reaction, dates to the late 1980s (Saiki et al. 1988). Devel-
opment of microsatellite markers dates to the 1990s, giving rise to a burst of
development of newer, more powerful statistical analyses starting in the late 1990s,
with subsequent development of new statistical software packages. The upshot is that
we, as aquaculture geneticists, find ourselves with scientific investigative power that
was unimaginable only a few years ago. We see no reason that the rapid growth at the
interface of aquaculture and genomics should not continue. While the underlying
population genetic and phylogenetic principles that we convey here will remain cur-
rent, the latest developments in computational resources will change rapidly. Hence,
we encourage interested readers to keep current on new developments by searching
for papers and software that cite and build on the key articles that we have described.
We hope that our presentation here sparks application of these exciting, new tools to
aquaculture problems.
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Chapter 10
Linkage Mapping in Aquaculture Species

Roy G. Danzmann and Karim Gharbi

Introduction

Linkage mapping is an exercise in ‘jigsaw puzzle � n assembly,’ where the n refers to
multiple separate linkage groups. Although complications in linkage mapping can
arise (e.g., anomalies in the modes of genetic transmission of certain genetic markers
[i.e., segregation distortion], or differences in the rates of genetic recombination
between individuals or between the sexes within a species), linkage mapping is a rela-
tively simple three-step process, and adherence to these steps can result in the effec-
tive ‘piece-meal’ construction of the jigsaw. In addition, a jigsaw puzzle is perhaps not
the best analogy to use for this process, given the fact that jigsaw puzzles are two-
dimensional unknowns, while linkage maps are essentially one-dimensional struc-
tures. The three iterative processes that through time build a complete linkage map
follow:

1. The calculation of the minimum two-point recombination distances between all
pairs of genetic markers (i.e., identification of linkage groups)

2. The ordering of these markers in relation to their proper phase vector along the
linear length of a linkage group

3. The calculation of the map distances separating the markers along the length of
the linkage group

The first process facilitates the assignment of new markers to their respective link-
age groups. The second process may use information on the orientation or phase of
marker alleles that have already been placed within a linkage group to assign the
phase of newly genotyped markers, or the phase may be established through knowl-
edge of the transmission of alleles from grandparents. The determination of phase
assignment is based upon observed recombination distances between marker pairs,
and recombination distances form the basis for establishing map distances among the
sets of markers within the linkage group. Linkage mapping could therefore be consid-
ered a process of ordering the linkage phase of a series of markers along the length of
a linkage group to achieve a minimum number of recombination events along the
length of the linkage group. Thus, among several different orders of markers that may
be obtained for any given linkage group, the one that minimizes the total map length
(i.e., reduces the total number of recombination events) of the linkage group can gen-
erally be taken as the most correct order for the placement of markers.

Researchers can produce different types of genetic linkage maps. Classical genetic
mapping procedures involve genotyping parents and offspring, while more elaborate
methods may involve map construction based upon radiation hybrid mapping panels.
This chapter will focus on the former method of linkage map construction. Classical
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linkage mapping can involve the use of normal genomic segregation patterns derived
from backcross, recombinant inbred, F2 intercross, outcross mapping panels, and
pedigreed multigenerational line information. It may also involve the generation of
artificial genomes through the processes of haploid gynogenesis and/or androgenesis
(Babiak et al. 2002), whereby two homozygous lines may be crossed and a resulting
hybrid line between two parental homozygous lines is in turn gynogenetically or
androgenetically manipulated to produce homozygous doubled haploids with all-
maternal or all-paternal inheritance. These progeny can then be used to directly score
meiotic events between the two parental haploid vectors that are present in the hybrid
parent (see Pandian and Kirankumar 2003 for a review of androgenesis in fishes). The
biggest advantage to using doubled haploid mapping panels is that all doubly
heterozygous marker positions in the genome will be fully informative with respect to
the construction of a single genetic map, regardless of the marker type (i.e., dominant
versus codominant markers). With other types of classical genetic mapping data, both
parental genomes contribute variable allelic information to the progeny used in a
mapping panel, and thus sex-specific genetic maps may need to be constructed that
are a heterogeneous mixture of all of the available polymorphic genetic data. Some
markers will be informative in both parents while others will only be informative in
either the male or female parent.

Most species that are intensively used for aquaculture production have large num-
bers of progeny. Therefore, it is possible to use single mapping panels for the con-
struction of genetic maps in these species. The discussion that follows in this chapter
is based on the assumption that large progeny datasets are available for the construc-
tion of genetic maps, and hence will focus on the methods that can be applied to
either doubled haploid, or normal bisexual cross progeny datasets. Classical genetic
mapping methods are equally applicable to both types of family structures. It is also
assumed by the authors that the readers of this chapter will be familiar with the basic
biological principles of the genetic transmission alleles from parents to offspring and
understand the process of meiosis and recombination. Readers who are unfamiliar
with these concepts are strongly encouraged to consult an introductory genetics text-
book for an overview of these principles.

To begin a linkage study, it is necessary to produce one or more mapping panel
families. A mapping panel can be produced by mixing the gametes from a single pair
of parents. It is of course necessary to obtain a DNA sample from both parents. While
not an absolute requirement, it is also recommended that both sets of grandparents
be sampled in order to determine the phase of the marker alleles in the parents con-
tributing the mapping panel. This sample may be obtained from any tissue in the indi-
vidual, and it is recommended that a reserve tissue supply be frozen for future
extraction of DNA. Additionally, the progeny produced for the mapping panel will
need to be sampled at some point in their development to obtain tissue samples for
future DNA extraction. The reader is referred to other sources for methods on DNA
preparation and analysis. It is assumed that most of the genotypic data that will be
analyzed for linkage analysis will be obtained using modern molecular methods
involving polymerase chain reaction (PCR) of source DNA samples. Readers are
referred to Part I of this book for DNA marker-related issues.

The minimal requirement for conducting a linkage test is obtaining genotypic data
in the parents and progeny for two markers that are both heterozygous (i.e., have two
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alleles present) in at least one of the two parents in the family. In practice of course,
many more than two markers are required to build up knowledge on the chromosomal
positions and linkage arrangement affinities of molecular markers. An important tar-
get of linkage mapping is to provide a framework for future in-depth molecular work
involving DNA sequencing and physical mapping in the genome of the research
species. To achieve this goal it may be necessary to genotype and map several thousand
genetic markers. After a researcher has accumulated the genotypes of the parents
involved in their mapping panels along with the genotypes of mapping panel progeny
and arrayed them according to the input specifications of the software needed to per-
form the linkage analyses, it is possible to begin a formal analysis. Software resources
available for conducting linkage analyses along with an overview of various associated
features present within each package are given in the last section of this chapter.

Estimation of Recombination Distances and Mapping Functions

Using the simple principles of Mendelian inheritance, biologists have known since the
beginning of the twentieth century that genetic markers tend to assort independently
from one another, unless they are physically linked on a chromosome. Alfred Sturtevant,
a graduate student in T. H. Morgan’s laboratory in the early 1900s was the first individ-
ual to recognize that exceptions to Mendel’s independent assortment of alleles were
likely due to the physical proximity of genetic elements to one another that somehow
prevented their independent segregation. He rationalized that two alleles would
remain in combination with one another throughout the meiotic process, the closer
they were to one another. Thus, recombination events between any given allele to any
other chosen allele in the genome would be proportional to the distance they were
apart on a chromosome. For unlinked genetic markers, this would simply approxi-
mate a ratio of 50% between any source allele at a polymorphic locus. For example, if
we had two alleles, ‘A’ and ‘a’ at a heterozygous locus and ‘B’ and ‘b’ at another het-
erozygous locus, the ‘A’ allele would have an equal probability of being associated with
allele ‘B’ or ‘b’ following meiosis II, if the two loci are unlinked. For physically linked
alleles, however, this independent assortment expectation would not be obtained.
Using the principle that crossover events along a chromosome that could reverse the
phase of allelic combinations for a pair of linked marker alleles (i.e., produce a
recombination event) were less likely the closer two alleles were to one another, it was
possible for Sturtevant to devise a scheme whereby genetic markers could be arrayed
along a chromosome according to their pair-wise recombination differences. More
closely linked alleles would show fewer recombination events between one another
than more distantly linked alleles. In our example above, if allele ‘B’ is tightly linked
to allele ‘A,’ then AB and ab genotypic combinations would be seen in much higher
frequency than their expectation according to random segregation. If allelic segrega-
tion occurs randomly at both loci and there is no linkage present, then AB and ab
genotypic combinations are each expected to occur approximately 50% of the time in
the progeny of a family, while the other two genotypic classes (i.e., Ab and aB) should
also constitute approximately 50% of the progeny genotypes. If these latter two
classes are largely underrepresented while the AB and ab genotypes constitute almost
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all of the progeny genotypes, then it can be established that these two markers are
indeed linked and that the likely parental phase of the linkage is A–B and a–b.

Thus, by simply ranking pair-wise recombination events between genetic markers
on a scale from low (with zero recombination obviously demonstrating the tightest
linkage) to high (approximating 50% recombination), it is possible to obtain the lin-
ear order of genes/markers along a chromosome, which is similar to the concept of
‘beads-on-a-string’ chromosome structure that Morgan and his coworkers envisioned
for the early structure of genes arrayed on chromosomes. This beads-on-a-string
metaphor is in fact a very good analogy to the true relationships among genetic ele-
ments along chromosomes, because genomic studies have amply demonstrated the
linear one-dimensional relationships among genetic markers.

To obtain an estimate of the number of recombinant genotypes between any pair of
genetic markers it is necessary to calculate the recombination fraction/ratio between
the pair of markers being considered. This is simply a matter of summing the counts
for the two most abundant genotypic classes (parentals) (remembering that both
markers must be heterozygous to test for linkage, and thus four allelic configurations
are expected in the progeny), and similarly summing the counts for the two least
abundant genotypic classes (recombinants), as an estimate of recombination fraction.
The recombination ratio/fraction, which is often termed theta (�), can then simply be
calculated as: recombinants/(parentals � recombinants), or as: recombinants/N,
where N is the sample size of the mapping panel. An estimate of � may also be
obtained by directly looking at the number of ‘breakpoints’ in a genetic phase map,
along the length of ordered markers in a linkage group. For example, if the best
marker order for a linkage group is established, and the allelic phase of the markers
within each mapping panel individual is obtained and arrayed according to the linear
order of markers, then recombination points are easily observed (Figure 10.1) at each
location where the allelic phase alternates within an individual. This is then counted
as a recombination event (r), and the value of � is obtained as: �r/N. Of course, if the
phase of the alleles is known directly (i.e., obtained from knowledge of the grand-
parental alleles transmitted) then the recombinant classes can be established a priori.

The strength or likelihood of a true linkage is contingent upon two factors: (a) the
sample size, or informative number of meioses, that contributed to the estimate; and
(b) the observed � for the marker pair being considered. The Logarithm of Odds
Score or LOD score is a statistic that can be used to express the likelihood that two
markers are linked using information based upon the two parameters just mentioned.
The LOD score is calculated as:

LOD � nL10 (2) � rL10 (�) � (n � r)L10 (1 � �), if 0���0.50 (10.1)

or

LOD � nL10 (2), if � � 0 (10.2)

where, r � observed number of recombinants
n � the pair-wise sample size used to obtain the linkage estimate
� � the observed recombination fraction
L10 � log (to the base 10)
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Thus, when comparing two mapping panels, both mapping panels may have equiv-
alent recombination fractions, but the panel with the larger sample size will have a
larger associated LOD score with any given � fraction. See Figure 10.2. Therefore,
when planning the assignment of LOD thresholds for linkage analyses, consideration
should be given to the sample size of the mapping panel. To minimize the instances
where corrections to map distances may need to be made (i.e., to correct for the inci-
dence of double and multiple crossover events that will reduce observed recombina-
tion estimates, see section below), LOD score thresholds should be chosen so that
observed recombination fractions greater than 0.20–0.25 will not be placed within a
linkage group cluster. Recombination fractions estimated to be around 0.25 may
often underestimate the true map distance due to the increased probability of mul-
tiple crossovers occurring as map distances increase. A LOD threshold of 4.0 will be
sufficient to minimize the chances of including markers with increased recombination
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Figure 10.1. A phase map of linkage group 10 from the female genetic map in rainbow trout
obtained from one of the mapping panels used by Danzmann and others (2005). The linear
order of markers along the linkage group is indicated on the left hand side of the figure, and the
two allelic phases for all the markers in the linkage group are scored either as ‘A’ or ‘H’ (corre-
sponding to the two alleles that may be contributed by the female parent at any given genetic
marker position). Each column represents the genotype obtained from a single offspring in the
family for each marker, so that the entire column represents the phase vector for that individ-
ual. Adjacent markers along the length of the map will have a tendency to show greater affini-
ties of one allele versus the other with their immediate adjacent neighbors (i.e., share a higher
incidence of either the ‘A’ or ‘H’ allele with the neighboring marker). Recombination levels can
be directly obtained from the phase map by simply summing the number of instances where a
phase change occurs across all the progeny sampled. For example, the recombination level
between marker OMM1204 and OmyIL1B(DIAS) would be 3/48 � 0.0625. Changes in phase
along the phase vector of an individual represent the number of cross-over points that a partic-
ular chromosome experiences during meiosis prior to transmission in the offspring. (Also see
color plate.)



fractions (i.e., ��0.25) within moderate-sized mapping panels (i.e., N�50, or N�50).
For smaller-sized mapping panels, an LOD threshold greater than 4.0 should be
applied. See Figure 10.2.

The above discussion suggests that the estimation of genetic map distances will sim-
ply be a matter of calculating the cumulative recombination fractions between any point
source marker and all other markers along the linkage group. This is of course not true
given the fact that distantly linked markers will appear to be unlinked. Even for more
proximal markers along the linkage group, consideration must be given to events such
as double and higher orders of crossovers. Double crossovers present the problem of
underrepresenting true genetic distances between a pair of markers since two crossover
events will bring the parental phase alleles back into the same linkage phase and make it
appear as if no recombination events have taken place along the length of the chromo-
some between these two alleles, while in fact, two distinct crossover events have
occurred between these linked markers. Thus, as nearest neighbor recombination dis-
tances are obtained from a mapping panel, and are used to construct the linear order of
markers in the linkage group, it is often observed that the cumulative map distances
along the string of markers will exceed the recombination distance that is estimated
between the two distal markers. For example, if d1, d2, d3 represent the pair-wise recom-
bination estimates between A–B, B–C, and C–D, respectively, and d4 represents the
recombination fraction between A–D, with A and D being the flanking pair of markers
in the linkage cluster, it is often observed that: (d1 � d2 � d3) � d4. The degree markers
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to which these distances differ from one another is dependent upon the frequency of
multiple even crossovers between A and D. This phenomenon may also in turn be influ-
enced to some extent by the actual size and physical structure of the chromosome
(Qumsiyeh 1994). The degree to which chromosome structure, size, pairing affinities,
and regulatory factors (Heyting 1996) can influence crossover events along a chromo-
some is termed interference and is recognized as any crossover event having an influ-
ence or inhibiting the occurrence of another nearby crossover event. This topic will be
dealt with in the next section of the chapter.

In the above discussion it is important to note that an odd number of multiple
crossovers will not reverse the allelic phase between the two markers being consid-
ered. However, an odd number of multiple crossovers between the most distal pair of
markers may actually produce an even number of crossover events between markers
that are intermediate to these two distal markers, which can in turn lead to a decrease
in recombination estimates between markers intercalary to the flanking markers. See
Figure 10.1.

The physical occurrence of crossover points or chiasma was historically thought to
largely be a random process throughout the length of a chromosome, so that correc-
tions for larger mapping intervals would be necessary to correct for the occurrence of
double or multiple even numbered crossover events between a pair of markers. Sev-
eral mapping function corrections have been proposed by past researchers, with the
Haldane and Kosambi mapping functions still widely used by modern researchers.
When map distances are simply reported as �, or the observed recombination dis-
tance, this is known as the Morgan mapping distance. A review of these mapping
functions is given in Ott (1999). The modified mapping distances (md) that can be
estimated, from the two most common corrections available in most linkage mapping
software programs follow:

The Haldane mapping function is given as:

md � �1⁄2•ln(1 � 2�), if 0���1⁄2 (10.3)

The Kosambi mapping function is given as:

md � 1⁄4•ln((1 � 2�)/(1 � 2�)) (10.4)

An additional mapping function that accounts for the incidence of crossover events
along a chromosome is the binomial function (Liberman and Karlin 1984).

md � 1⁄2•x•[1 � (1 � 2�)1/x] (10.5)

where, x � the modal number of crossover events that are detected along a linkage
group. This mapping function provides an estimate that is similar to the Kosambi func-
tion when x � 2 and increases the map distance estimates as x increases (Figure 10.3).

Mapping functions serve to increase the mapping distance estimates between a pair
of markers as a function of the overall � distance that is estimated between the marker
pairs. This is done in an effort to try to compensate for the anticipated multiple crossover
events that are theoretically expected to occur in the interval that would reduce the esti-
mate of the true genetic distances. For recombination distances in the region of 0–20%,
�, Kosambi, and Haldane mapping functions give fairly equivalent estimates. However,
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Figure 10.3. Estimation of readjusted recombination distances that will be obtained with
various mapping functions.
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one can see by examining Figure 10.3 that for distances exceeding � � 0.20, reestimates
of genetic distance quickly increase, especially for the Haldane mapping function.

Given the fact that several recent cytogenetic studies have revealed that chiasmata
distributions are not uniformly distributed throughout the lengths of chromosomes, and
can be influenced by chromosome structure and length (Kaback et al. 1992, Heyting
1996, Turney et al. 2004), and DNA composition within chromosomal regions (Jansen-
Seaman et al. 2004), it may not be advisable to apply mapping function corrections to a
new species in the absence of a more rigorous analysis of recombination fractions within
the species. As an example, a comparison of the observed recombination fractions in
female and male rainbow trout from two mapping panels that were used by Danzmann
et al. (2005) reveal that the observed recombination ratios versus plotted map distances
do not approximate either the Kosambi or Haldane mapping functions for recombina-
tion fractions less than 0.35, and for recombination fractions larger than this, the
Kosambi function may be appropriate only for correcting female mapping distances.
However, neither the Kosambi nor Haldane function appears appropriate for correct-
ing male recombination fractions (Figures 10.4A and 10.4B). Observed male recombi-
nation fractions and map distances were more similar to one another across all the
recombination intervals examined, than were those of the female distributions.

This dataset highlights the importance of constructing male and female-specific
linkage maps in instances where large recombination differences exist between the
sexes. Salmonid fish may represent an extreme example of this condition, because
these fish have the largest reported sex-specific differences in recombination ratios for
any known vertebrate (Sakamoto et al. 2000). Although most aquaculture species are
unlikely to have such extreme differences, it may still be informative to plot sex-specific
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Figure 10.4. Distribution of observed recombination levels versus calculated map distances
for pairs of linked genetic markers in female (panel A) and male (panel B) rainbow trout. Data
are obtained from two mapping panels (Lot 25 � dark grey box plots and Lot 44 � light grey
box plots). Data were analyzed for all markers falling into the following recombination inter-
vals: 0.10–0.15; 0.15–0.20; 0.20–0.25; 0.25–0.30; 0.30–0.35; 0.35–0.40, and 0.40–0.45. The box
plots are bounded by the lower and upper 25 percentiles of the distribution with the middle bar
in the box plot showing the median of the distribution. The lower and upper dots represent the
5th and 95th percentile, respectively. The solid bar represents observed map distance �
observed recombination distance. The fine-dotted line represents the Kosambi mapping func-
tion correction. The long-dashed line represents the Haldane mapping function correction.
Map distances were obtained as raw � scores from phase maps (using MAPDIS-V1) with the
option to ignore adjacent double crossovers in the phase vectors invoked. Mapping module in
LINKMFEX software: see Table 10.1.
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recombination levels in relation to their estimated map distances. Sex-specific differ-
ences in recombination rate (based upon differential chiasmata distributions between
the sexes) have been reported among mammalian and amphibian species, which is in
contrast to the findings of general homogeneity for sex-specific chiasmata distributions
in avian species (Wallace et al. 1997, Pigozzi and Solari 1999). Without the construc-
tion of sex-specific linkage maps and the estimation of sex-specific recombination dif-
ferences in any new species being studied for aquaculture production, the assignment
of an accurate mapping function correction remains enigmatic.

The empirical example outlined for the rainbow trout data set of Danzmann and
others (2005) indicates that the two most commonly used mapping function adjust-
ments (i.e., Kosambi and Haldane) may not be appropriate for all investigated
species. Although the Kosambi function may be appropriate for species that appear
to express some degree of interference in their crossover structure (versus lack of
interference for the Haldane function), it is apparent, that even the moderately
adjusted map distance obtained with the Kosambi function may overestimate the
majority of map distance placements. Where the empirical data suggest that interfer-
ence levels may be moderate to high, mapping functions with a more conservative
reestimation of the actual observed recombination fraction (i.e., a modified binomial)
could be applied. The modified binomial may be expressed as:

md � � � [1⁄2[1 � (1 � 2�/x) x]] � �, (10.6)

where x � the expected number of crossovers in the interval. See Figure 10.3. This
mapping function gives slightly lower recombination estimates of the mapping dis-
tance compared to the binomial correction, and much lower levels than those
expected with the Kosambi function, yet still provides a slightly higher estimate than
observed � values for r � 0.20.

When making adjustments for observed recombination levels, it is also important
to remember that many of the potential false assignments to a given linkage group can
be prevented by arbitrarily choosing a stringent LOD level for acceptance of linkage.
If LOD level thresholds are set at a sufficiently high enough level then false inclusions
will largely be prevented. Linkage thresholds set at LOD � 3.0 have largely been used
for constructing linkage maps (log of odds probability � 0.001 for false inclusion)
(Ott 1999). However, even this apparently stringent threshold may result in an
increase in Type I error when constructing maps and adjusting map distances. For
example, for the data shown in Figure 10.4, marker pairs with pair-wise recombina-
tion intervals greater than 0.20 and 0.30 would not be considered to be linked in the
Map25, and Map44 mapping panels, respectively, at a LOD � 4.0 threshold. How-
ever, at a LOD � 3.0 linkage acceptance threshold, marker pairs are accepted as
being linked within the next highest recombination interval in Map25 (� 0.20 � 0.25),
and Map44 (� 0.30 � 0.35), thus increasing the likelihood that the observed recombi-
nation value may be underestimated. This illustrates the importance of setting a LOD
threshold value that is stringent enough to minimize the potential of including loosely
linked markers (i.e., � � 0.25) for moderately sized mapping panels.

The above example highlights that if a large enough LOD threshold is set prior to
constructing a linkage map, then many potentially false linkage pair assignments can be
avoided, and that linkage interval assignments falling within a recombination zone
requiring extensive map adjustment (i.e., � 0.30) will rarely occur. Furthermore, as
marker densities are increased during the progression of a linkage mapping study, the
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probabilities are increasingly diminished that new markers will fall into a ‘grey zone’ of
recombination that may require some mapping distance adjustment. Most newly added
markers will have recombination values whereby observed � values are the best estimate
of the recombination distance. However, it is recognized that during initial starting map
construction, marker densities will be sparse and it may be appropriate to apply a map-
ping function correction for adjustments of terminal markers added to a linkage group,
or long interval adjustments within the central portions of a linkage group. We would,
however, strongly recommend that these types of adjustments be avoided by initially
setting a high and stringent LOD level for inclusion of newly added markers. This may
initially produce a fragmented map with many small, unlinked segments, but this is
more desirable than having spurious linkage arrangements generated that can result
when markers with missing genotypes are added to the linkage complement.

Linkage Estimation and Map Order Determination

The first step in establishing a linkage map is determining whether any pair of genetic
markers that have been genotyped are linked to one another. As mentioned, linkage is
characterized as the nonrandom joint segregation of marker alleles following meiosis.
Genetic markers that are physically linked along a chromosome will not segregate
independently from one another but will tend to maintain their parental allelic phases
without disruption throughout the process of meiotic recombination/reduction (i.e.,
meiosis I) and separation of chromatids (meiosis II). As outlined above, if markers are
very close to one another on a chromosome, then only two sets of genotypes will be
observed in the progeny (i.e., alternate parental phases). We would term such a phe-
nomenon as complete linkage characterized by the complete absence of recombinants.

To determine whether marker pairs are linked to one another, it is necessary to cal-
culate the recombination fractions and associated two-point LOD scores among all
pair-wise marker combinations (see description in the previous section). This will
result in the estimation of: n•(n � 1)/2 LOD scores, where n � the number of mark-
ers genotyped in a given mapping parent. Since linkage maps are the representation
of meiotic events that have occurred in a single individual, the most accurate estima-
tion of recombination fractions are obtained by tracking the findings from meiotic
events in single parents. Although methods are available for pooling data across mul-
tiple parents, most important aquaculture species are extremely fecund. This facili-
tates the production of large family sizes that are readily amenable to the methods of
direct linkage analysis. The discussion that follows assumes that linkage maps are
being constructed within a single sibship.

After two point LOD scores have been determined, it is possible to begin the linear
ordering of the markers by first determining the total number of markers that fall
within a linkage group (i.e., cluster of linked markers). Several software packages are
available that will implement such clustering searches. See the last section in the chap-
ter. Criteria for the inclusion of markers within a linkage group should be done using a
fairly stringent LOD threshold. Previous research has suggested an LOD threshold of
3.0 for inclusion (Ott 1999), but we would recommend that a higher threshold be cho-
sen. See discussion in the previous section. Initial ordering, when first starting a map-
ping study, could be accomplished using an LOD � 3.0 threshold to establish a
‘template’ order when marker densities are low. However, as additional markers are
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added, researchers should establish a more stringent LOD threshold to minimize the
chances of Type I error assignments to linkage groups (i.e., chance inclusion of markers
to a linkage group due to the increased number of pair-wise recombination tests per-
formed). After the linkage group clusters have been established, it is possible to begin
map ordering of recombinant markers. Nonrecombinant markers represent a single
locus and should therefore be collapsed into a single composite marker prior to order-
ing. The first step in the process is to establish the nearest neighbor marker positions of
all markers within the linkage group. For any source marker, the most likely nearest
neighbor to that marker will have the lowest recombination value and highest two-
point LOD score value. Although it may appear a priori that the lowest recombination
value alone should dictate evidence for a linkage affiliation, it must be remembered
that recombination estimates are only approximate estimators for linkage associations
given the fact that similar recombination values may be found among marker pairs that
vary in their degree of missing genotypes. Low recombination values generated when
extensive genotypic information is missing for a given marker may generate spurious
linkage associations. Therefore, those marker pairs that have the lowest associated
recombination value and highest associated LOD score should be regarded as the
most likely nearest neighbor combinations when determining initial map orders. In
instances where nearest neighbor markers differ by these criteria (i.e., one marker
appears to possess the lowest recombination distance, while another marker has a
higher LOD score for assignment), preference for nearest neighbor map placement
should be given to the marker with the higher LOD score association.

The establishment of proper marker ordering is a nontrivial exercise given the sober-
ing fact that it is possible to generate (n � x)!/2, linkage map orders, where n is the total
number of unique marker positions genotyped, and x � the total number of zero recom-
bination clusters detected in the linkage group. Thus, if 60 markers were assigned to a
particular linkage group, and 12 zero recombination clusters were detected in the link-
age group represented by 37 markers, then (23 � 12)!/2 � 5.16 � 1039 map orders
would be possible. Marker ordering begins by arbitrarily selecting a source marker and
determining the nearest neighbor markers to this marker. Marker clusters with zero
recombination from one another are of course excluded from the analysis with the
caveat that any single marker chosen to represent this cluster has the most complete
genotypic information available.

For any point source marker, the first two nearest neighbors to this marker will
have three possible true map orders. For example, if the initial source marker is called
‘3,’ and two new additional markers (i.e., ‘2’ and ‘4’) were identified as being the near-
est neighbors to this marker, then the three possible map orders for these markers are
2-3-4, 3-2-4, and 3-4-2. Note that the ordering 4-2-3 and 2-4-3 are identical to the lat-
ter two map orders, and simply indicate that marker 3 would either be an upstream
marker or downstream marker in the linkage group.

To determine which of these multipoint orderings are correct, the recombination
intervals (�) between the markers would be compared. If marker 3 is internal within
the multipoint cluster then the following relationships will generally hold:

(�23 � �34) � �24

�23 � �24

�34 � �24 (10.7)
See Figure 10.5.
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If one of the following conditions is observed, then support would be obtained that
marker 3 is a terminal marker in the multipoint cluster, and that the next nearest
neighbor should be added to assess the flanking position.

(�23 � �24) � �34 (�24 � �34) � �23

�23 � �34 �24 � �23

�24 � �34 �34 � �23 (10.8)

The observation of either �24 � �34, or �24 � �23 holding true would suggest that
marker 3 is a terminal marker in the cluster.

After the flanking markers in a 3-point cluster are determined, the flanking mark-
ers themselves are chosen as the source marker and the procedure described above is
repeated. If the order 2-3-4 was ascertained to be the most likely ordering for the mul-
tipoint set, and the next nearest neighbor marker placed with marker 2 was deter-
mined to be marker 1, then by extension, the same interval tests could be applied to
the 1-2-3 cluster ordering (see Figure 10.5), and extended to include marker 4 so that
the following recombination criteria would hold.

�12 � �23 � �34 � �14

�12 � �23 � �13 �23 � �34 � �24

�13 � �14 �24 � �14, if �13 or �24 � or � 0.50

�12 � �13 �23 � �13 (10.9)
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marker positions in a linear genetic map.



Similarly, for the addition of the next nearest marker proximal to marker 4, for
example, marker 5, the following recombination distributions would hold:

�23 � �34��45 � �25

�23 � �34 � �24 �34 � �45 � �35

�24 � �25 �35 � �25, if �24 or �35 � or � 0.50

�23 � �24 �34 � �24 (10.10)

This procedure is repeated iteratively (i.e., evaluating the accuracy of all four
marker intervals) until a complete map order is obtained. By starting with each
marker in the linkage group, the likelihood for any given map order can be obtained
as: t/N, where t is the number of orders of a specific type obtained over all possible N
marker initiated maps.

For any given three marker multipoint test, two terminal markers and one central
marker will always be identified. If it is determined for all subsequent marker additions,
that the recombination interval for one of the terminal markers is always greater than
the entire initial multipoint interval, and if the most likely placement of the nearest
neighbor converges on the same marker for both flanking markers, then it is most likely
that this marker represents a terminal marker in the assembly. As an example, let us use
initial multipoint ordering 2-3-4. If it is found that marker 1 appears to be the nearest
neighbor to marker 2 and also to marker 4, and �14 � (�34��23), and �12 � �14, then it
is most likely that marker 4 represents a terminal position in the linkage group.

Difficulties arise in map ordering when markers with missing genotypic informa-
tion are included. This situation will apply to most mapping panel datasets. When two
markers are compared to one another, and both markers have missing genotypes then
their estimated recombination interval may in fact be either somewhat larger or
smaller than their true recombination fraction due to chance. Thus, when multipoint
ordering of such markers is attempted, ambiguous orders may result dependent upon
the sequence of marker additions. To minimize the errors that are inherent when
using markers with missing genotypic information, it is recommended that a frame-
work map first be constructed. Such a map would use only those markers with com-
plete genotypic information to establish an initial map order. Following this, markers
would be added to the framework map in order of decreasing information content. In
other words, the marker(s) that would be added in the next step of map order con-
struction to a framework map would be markers, or the marker, missing the least
amount of genotypic information. The last markers, or marker, to be added to the
map would be marker(s) with the least amount of genotypic information. For an addi-
tional discussion of mapping order methods, see Speed and Zhao (1993).

Crossover Interference

Crossover interference is the phenomenon whereby a single crossover event during
meiosis tends to diminish or restrict the probability that an adjacent crossover event
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will occur within the same region. Complete positive interference indicates that at
most there will be a single crossover event per chromosome arm. Hence, for a meta-
centric linkage group this would allow two crossover events (one on each arm of the
metacentric) to exist within the linkage group. Methods such as gene-centromere
mapping have been used to infer the relative lengths and orientations of gene markers
along a chromosome arm (Danzmann and Ghabi 2001), and have relied on the phe-
nomenon of chromatid interference to derive the relative order of markers along a
chromosome. Basically, the methodology consists of scoring homozygous and het-
erozygous genotypes in the progeny of a mapping panel following the induction of
techniques that suppresses meiosis II (e.g., gynogenesis). The higher the proportion
of heterozygous progeny, the higher the probability is that a crossing-over event has
occurred between the genetic locus and the centromere. Thus, the observed propor-
tion of the heterozygotes scored in the mapping panel is taken as a measure of the
genetic distance between the centromere and marker as a function of y/2, where y
indicates the proportion of heterozygotes scored. See Danzmann and Ghabi (2001)
for a more detailed description of the methodology.

Interpretations of gene-centromere mapping data, however, rely on the premise
that crossover events will be randomly distributed throughout the length of a chromo-
some so that it is highly unlikely to observe the complete transmission of heterozygous
progeny following gene-centromere mapping methods unless a single crossover event
has occurred between the centromere and the marker in question. If chiasmata junc-
tions are, however, constrained within restricted chromosomal regions (Jansen-
Seaman et al. 2004) then more distal markers from the centromere within a linkage
group may actually be characterized by mixtures of homozygous and heterozygous
genotypes, if a second crossover junction point occurs along a chromosome that is dis-
tal to the first and may involve crossing-over among any of the four chromatid arms
involved in meiosis I crossovers. For example, Danzmann and Gharbi (2001) (see
their Figure 2) outlined how a double crossover event involving only three of the four
chromatid strands (with one strand common to both crossover events) would result in
the observation of all heterozygous progeny in the terminal telomeric regions of the
chromosome. Conversely, double crossover events involving the same two chromatid
arms in both crossover events would result in the production of only homozygous
progeny for the telomeric marker position. See Figure 10.6. Thus, more distal mark-
ers along a chromosome arm may in fact appear more proximal to the centromere
than they truly are, using gene-centromere mapping methods.

The most reliable method for inferring phase changes in the linear order of marker
genotypes is to construct a linkage phase map for a given chromosome gene map
order, then directly examine the incidence of crossover points along the length of the
chromosome. For example, in Figure 10.1, mapping progeny 10, 11, and 37 show three
different scenarios with respect to phase changes along the chromosome. Progeny 37
is characterized as a complete parental phase genotype, as there are no changes in
genotype phase for all the markers in the linkage group. Individual 10 is observed to
possess a single crossover phase, while individual 11 possesses a double crossover
phase. When interpreting phase maps it is important to consider the position of the
centromere in relation to the phase map.

Maps characterized by a high incidence of double crossover events would
be expected with metacentric chromosomes as each arm of a metacentric chromo-
some is expected to exhibit at least one crossover event during meiosis with complete
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interference. Conversely, the incidence of double crossover events may not be
expected to be as high for single-armed or acrocentric type chromosomes. Empirical
evidence suggests that more crossover events are restricted toward the telomeric ends
of metacentric chromosomes and that acrocentric type chromosomes may have
higher overall levels of crossovers per unit physical length of chromosome and may
have more proximally distributed (i.e., closer to the centromere) crossover events
(Dumas and Britton-Davidian 2002, Froenicke et al. 2002, Kauppi et al. 2004),
although species-specific variation in these rates may exist (Jansen-Seaman et al.
2004). Phase established genetic linkage maps have revealed that often more than one
crossover event can occur per chromosome arm, and that the best indicator for the
likelihood of observing multiple crossover junctions is individual arm length. Genetic
map distances are roughly proportional to the physical size of a chromosome. For
example, if the ranking in linkage group size of the 25 zebrafish (Danio rerio) chromo-
somes (size in centiMorgans [cM] of recombination distance) is made against the
actual physical size of the linkage group in Mb of DNA sequence (data from
http://www.ensembl.org for Zv4 physical map data and http://zfin.org for the MOP
mapping panel genetic map data), there is a highly significant association
between genetic map size and physical chromosome size (F[1,24] � 10.508; P � 0.0036).
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Figure 10.6. Distribution of double crossover events that may influence the resultant geno-
types of markers terminally located on a linkage group. All 16 possible crossover types among
the four chromatids from a homologous pair of chromosomes that pair at meiosis I are shown.
Crossovers in regions proximal to the centromere are depicted as crossover type A, while those
closer to the telomere are depicted as crossover type B. For a given marker ‘C’ in the telomeric
region of the chromosome, certain chromatid crossover events may produce a recombinant
genotype at marker ‘C,’ despite undergoing two intercalary crossover events (i.e., all of those
combinations with only one strand in common at each crossover point � configurations 2, 4, 5,
7, 10, 12, 13, and 15) (adapted from Danzmann and Gharbi 2001).



Larger-sized chromosomes, both in terms of genetic map distance and physical base
pair length, have a higher frequency of double, and higher orders of crossovers (i.e.,
� 2 x) events throughout their length. See Figure 10.7. Examination of the data por-
trayed in Figure 10.7A reveals that the incidence of multiple crossover events can in
fact be quite high. For example, in the two largest zebrafish chromosomes according
to map distance size (i.e., Dr7 � rank 25, and Dr14 � rank 24), the most conservative
observation of crossover frequencies (i.e., excluding adjacent double crossover geno-
types) indicates that multiple crossover events are present in greater than 20% of the
progeny genotyped in the MOP mapping panel. Both of these linkage groups are now
also estimated to be the largest chromosomes in the zebrafish genome according to
Mb of DNA assigned to the chromosome (physical map data from Zv6, May 2006
release, www.ensembl.org).

The above discussion suggests that even during the early stages of genetic map con-
struction it may be possible to glean insights into the physical structure of chromo-
somes upon which a linkage map is being constructed. Those linkage groups showing
a higher incidence of double crossover or multiple crossover events could be regarded
as representative of the largest chromosomes in the genome. However, it is important
ultimately, to relate the actual ordering of the markers in different linkage groups to
the physical chromosomes themselves using procedures such as fluorescent in situ
hybridization (FISH). FISH data serve to anchor the actual location of a given genetic
marker to its physical location on a chromosome. For example, recent FISH data
relating the genetic maps in rainbow trout to their chromosomal locations (Phillips
et al. 2006) has revealed that the fifth largest chromosome in the genome of this
species corresponds to a linkage group (Om8) that has been observed to possess an
extremely low level of recombination (Danzmann et al. 2005). For example, there are
three separate lot 25 female LOD � 4.0 clusters within this linkage group, that are
ranked at positions 1, 8, and 15 (Figure 10.7B), and at positions 4 and 24 for the two
separate LOD � 4.0 clusters detected in the lot 44 mapping panel (Figure 10.7C).
Thus, different chromosomes within the genome of a species may be differentially
regulated by underlying biological factors that alter their intrinsic rates of recombina-
tion and alter the relationship between chromosome size and recombination rate.

Segregation Distortion, Missing Data, and Scoring Errors

The most serious limitations to the construction of genetic linkage maps arise
from the inclusion of falsely genotyped, or incompletely genotyped progeny data.
Obviously the former is of far greater concern, but false assignments of markers to a
given linkage group because of incomplete genotyping information is also a problem
that a researcher must deal with when conducting a linkage analysis study. One of the
ways that genotyping, or genotype misinterpretations can be recognized, is if a partic-
ular genetic marker is associated with strong deviations from expected 1:1 Mendelian
segregation. Some linkage mapping software packages will conduct tests for conform-
ity to Mendelian expectations (i.e., tests for segregation distortion). Any genetic
markers that remain unassigned to a linkage group (especially in the later stages of
genetic mapping studies) should be reverified by genotyping the marker again. This
does not imply that all instances of segregation distortion detected in a mapping study
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are due to false genotyping. In fact most instances of segregation distortion that are
detected are likely to be real and can be verified as such by the colinkage of other
markers showing varying levels of segregation distortion within a particular linkage
group segment. Instances of real segregation distortion may arise if there are lethal or
semilethal alleles segregating in a mapping parent under study, that are expressed
within the combining genetic background of the alternate parent (i.e., epistatic or
dominant/recessive expression states).

Missing genotypic information can also be a problem due to the fact that remaining
allele phases can spuriously align with the incorrect linkage group by chance, if the
remaining alleles happen to fall within a region of recombination (i.e., within their
true linkage group), and this region is currently not genotyped for neighboring mark-
ers. This misalignment may also be significantly compounded if the poorly genotyped
marker contains one or two genotyping errors. The best way to circumvent (or at least
detect) these types of errors is to use multiple mapping panels for your genetic map
construction. If, for example, a given marker assigns to a linkage group in one of your
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Figure 10.7. Empirical assessment of observed map distance sizes versus frequency of differ-
ent chromosomal phases in zebrafish MOP mapping panel (A), and rainbow trout female maps
for lot 25 (B) and lot 44 (C). Nonrecombinant parental phases are shown at the bottom of each
stacked histogram (black bar) followed by the observed frequency of single crossover progeny
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(� � 3) (light-gray bar). The ranking of genetic map sizes are shown in an ascending scale with
rank 1 corresponding to the smallest genetic map. All map distances were estimated using the
option to ignore adjacent double cross-over positions in the mapping data. Details on the data
used to produce the figures can be found at www.uoguelph.ca/~rdanzman/appendices.



mapping parents, while it is not assigned to this linkage group for all your other map-
ping parents, it is an indication that it has likely been improperly assigned due to miss-
ing and/or inaccurate genotypic information.

Pseudolinkage

This section is intended more as a general interest section for researchers working on
species where pseudolinkage affinities have been detected (e.g., salmonid fishes), and
thus, may not be of widespread interest. It is, however, included within this chapter on
genetic mapping methods applied to aquaculture species, since researchers are cur-
rently only beginning linkage mapping studies in a few species. Given the fact that
pseudolinkage may be more widespread than currently recognized, we have decided
to include a brief overview on the topic.

Pseudolinkage is perhaps one of the most inappropriately labelled terms in the realm
of transmission genetics given the fact that it is meant to convey the notion that the link-
age arrangements associated with the markers in the linkage group are false. Although
it is true that there will be two separate physical linkage clusters contained within each
single pseudolinkage grouping, and given the fact the joining of two separate physical
linkage groups is a false linkage, it should also be recognized that their association is
mediated through a very real biological process brought about by the dynamics of mei-
otic transmission. Pseudolinkage clusters are often characterized by the end-to-end or
telomeric linkages of two separate linkage groups that can appear genetically linked if
the only criterion used to construct the linkage arrangement is an LOD specified
threshold. This threshold is based upon the maximum recombination distance between
a pair of markers and the sample size that was used to obtain the estimate.

Pseudolinkage can be detected by ignoring the true parental linkage phases in the
cross. Linkage, as previously outlined, is simply the magnitude of deviation away from
an expected level of 50% recombination between a pair of markers. As the recombi-
nation level between a pair of markers decreases, the frequency of the parental
phases will proportionately increase. Pseudolinkage is characterized by an unex-
pected excess of recombinant genotypes in comparison to parental phases in the prog-
eny transmission vectors. Thus, as the level of recombinant genotypes increases from
the expectation of 50%, the proportion of parental phases will consequently decrease.
By ignoring the phase assignments to a given set of markers, and testing all pair-wise
combinations of markers for their differential increase/decrease away from an
expected 1:1:1:1 ratio in the progeny transmission vectors, it is possible to detect these
arrangements. For example, if it is known that the parental linkage phases for a pair of
markers with alleles A/a and B/b, are AB and ab, then genotypes Ab and aB would
represent recombinant progeny phases. Classical linkage would be identified by the
underabundance of these latter two genotypic combinations in the progeny transmis-
sion vectors. Pseudolinkage, however, would be characterized by the overabundance
of these two genotypic classes in relation to the frequency of AB and ab genotypes.

Pseudolinkage occurs when the meiotic disjunction processes are regulated to pre-
vent the random assortment of chromatids following crossing-over in meiosis I and
meiosis II. This could occur if there is some form of meiotic drive that exists during
meiosis that can preferentially result in the nonrandom distribution of certain
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chromatid combinations in gametes. The most likely mechanism for this would be
centromere-specific sequence motifs that may have fairly uniform kinetochore/meiotic
spindle binding sites on the nuclear envelope for separations at meiosis I and telomere-
specific binding sites that direct or influence separations at meiosis II. These physical
binding sites may direct meiotic disjunctions by bringing centromeric and telomeric
regions with higher similarity into one region. By the nature of meiotic reductional
(meiosis I) and divisional (meiosis II) segregations, two such nodes are expected to exist
within each cell for each division (Heyting 1996). Factors that could regulate the affinity
of centromeric regions for either node may be their ancestry of transmission through
either maternal or paternal somas, and thus chromatids may segregate along divisions
of maternal-based or paternal-based centromere regions. There is supportive evidence
that such processes occur in all-female based hybridogenetic vertebrate species (Bogart
and Licht 1986, Mateos and Vrijenhoek 2002). During meiosis, it is known that all of the
chromosomes of maternal origin are preferentially segregated to the surviving first
polar body, while paternal chromosomes are sequestered to the disintegrating second
polar body (Ragghianti et al. 1995). Other factors that could promote the meiotic occur-
rence of such mechanisms are recent hybridization events. Maternal and paternal chro-
mosome sets will be more similar to one another due to their shared recent common
ancestry in the maternal and paternal populations, and thus may demonstrate pairing
affinities during meiosis in the hybrid offspring.

Telomeric nodes may be subject to more rearrangements, however, due to the fact
that recombination events are expected to be higher in these regions of the chromo-
some. Therefore, the affinity of telomeric nodes for each other may be more variable
within the genome of a species. This differential affinity of telomeric ends for each
other is seen as a key element in the overall probability of detecting or forming
pseudolinkage arrangements within species (Wright et al. 1983, Allendorf and
Thorgaard 1984, Allendorf and Danzmann 1997).

Software Resources for the Construction of Linkage Maps

The construction of a linkage map is a repetitive and iterative task that is best achieved
using dedicated software tools. A valuable resource for such software is the database
recently established at Iowa State University (http://www.animalgenome.org/cgi-bin/
util/sw_index), which provides summary information on more than 300 computer pro-
grams for genetic analysis in a convenient organized and searchable format. Some of
the most popular packages with aquaculture geneticists are listed in Table 10.1 along
with key features, such as compatible operating systems, supported mapping popula-
tions, and licence requirements. Each package typically provides standard tools to com-
pute pair-wise LOD scores, identify linkage groups, estimate marker order, and
calculate map distances. Some packages (e.g., LINKMFEX) also include a module to
test for segregation distortion, which saves importing the data into a separate piece of
software. Another useful feature is the ability to export map graphics for use in other
applications (e.g., JOINMAP, MAPMAKER), although this task is generally made eas-
ier using software specifically developed for this purpose (e.g., MAPCHART, Voorrips
2002). In practice, the choice of a particular linkage program will be eventually dictated
by technical constraints and personal preferences. Each package has its own strengths
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and weaknesses, and we recommend that researchers evaluate several software pack-
ages with their own linkage data before choosing one that best meets their needs. How-
ever, it is important to acknowledge that, while pair-wise LOD scores and two-point
recombination fractions should be identical across packages, substantial differences
may be observed in marker ordering and map distance estimates depending on the algo-
rithms implemented in the software.

Overview of Linkage Maps in Aquaculture Species

Genome mapping in aquaculture species has historically lagged behind progress in
terrestrial livestock (Tong and Chu 2002). However, considerable advances have been
made in the past several years, and the gap is closing at an increasing rate (Table 10.2).
Moderate to high-density linkage maps have been developed for all five groups of
aquaculture species identified as priority targets at the First Aquaculture Species
Genome Mapping Workshop (Alcivar-Warren et al. 1997), including salmonids,
tilapia, catfish, shrimp, and oyster. Since then, mapping efforts have been extended to
several other species (e.g., European sea bass, Japanese flounder, scallop) and the
flurry of mapping studies recently presented at the last International Symposium on
Genetics in Aquaculture (Montpellier, June 2006) indicates that primary linkage
maps will soon be available for most species of significant importance (e.g., sea
bream, Atlantic halibut, flat oyster). Thus far, simple sequence repeats (SSR) and
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Table 10.1. Overview of popular packages for the construction of linkage maps in aquaculture
species.

Platform Licence Interface Populations1 Reference

CARTHAGENE PC, UNIX freeware command F2, backcross, de Givry
line, graphic RIL, outcross et al. 20052

CRIMAP PC, UNIX freeware command pedigree Green et al.
line 19903

JOINMAP PC commercial graphic F2, backcross, Stam 19934

RIL, DH,
outcross

LINKMFEX PC freeware graphic outcross Danzmann
and Gharbi
20015

MAPMAKER PC, MAC, freeware command F2, backcross, Lander et al.
UNIX line RIL, DH 19876

MAPMANAGER PC, MAC freeware graphic F2, backcross, Manly and
RIL Olson 19997

1F2: F2 intercross; RIL: recombinant inbred lines; DH: double haploids
2http://www.inra.fr/Internet/Departements/MIA/T/CarthaGene/
3http://compgen.rutgers.edu/multimap/crimap/
4http://www.kyazma.nl/index.php/mc.JoinMap/
5http://www.uoguelph.ca/~rdanzman/software/LINKMFEX/
6ftp://ftp-genome.wi.mit.edu/distribution/software/mapmaker3/
7http://www.mapmanager.org/mmQT.html
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amplified fragment length polymorphisms (AFLP) have been the markers of choice
for map development, although the growing popularity and availability of single
nucleotide polymorphisms (SNP) suggests that future mapping efforts will incorpo-
rate a larger proportion of these markers. See Liu and Cordes (2004) for a review.
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Chapter 11
Detection and Analysis of 
Quantitative Trait Loci (QTL) for 
Economic Traits in Aquatic Species

Abraham Korol, Andrey Shirak, Avner Cnaani, and
Eric M. Hallerman

Aquaculture is a rapidly growing sector of agriculture, with production steadily increas-
ing at about 10% per year (FAO 2006). Many aquaculture stocks have been selectively
bred with the aim of improving traits of economic interest. The selection strategy tradi-
tionally has been based on an inheritance model considering individual phenotypes,
often with pedigree information, with use of appropriate statistical tools. Recent
advances in experimental design and development of molecular genetic markers have
made it possible to dissect the genetic variability of complex traits into components
attributable to the segregation of quantitative trait loci (QTL). A QTL is defined as a
chromosomal segment with an effect on expression of a trait of interest. Future breed-
ing plans for fish will involve integration of classical selective breeding methods with
selection also upon genetic markers closely linked to segregating QTLs, an approach
termed marker-assisted selection (MAS). See Chapter 12. Steps in the detection of
QTLs and application of MAS (Poompuang and Hallerman 1997) are (1) genetic
marker development, (2) development of a moderate density linkage map, (3) mapping
of QTLs using genetic markers, with analysis of interactions between QTLs and devel-
opment of a model for inheritance and expression of the trait, and (4) practical applica-
tion of the results of this research by practice of MAS. Variations upon this sequence of
steps are possible. Notably, assessment of the possible effects of candidate genes con-
trolling expression of the targeted quantitative trait may be implemented. Such candi-
date genes may be identified based on knowledge of the physiological function of the
gene, comparative analysis using linkage information from other species, from cases of
positional overlap between candidate genes and marked QTLs, linking of the physical
map of a species to its linkage map, or identification of synteny with model organisms.
Whatever the pathway to discovery, once variation directly affecting expression of a
trait is identified, gene-assisted selection (GAS) may be practiced.

A wide spectrum of questions about the nature of quantitative variation can be
considered in terms of “genetic architecture,” which is of primary importance for
genetics, functional genomics, developmental and evolutionary biology, and ecology.
These include genomic distribution of QTL effects; relative contributions of additive
and nonadditive effects to genetic variation and response to selection; the role of
overdominance, epistasis, coadaptation, and pleiotropy in such phenomena as het-
erosis and speciation; developmental (longitudinal) variation in QTL effects, and vice
versa, developmental homeostasis or canalization; and genetic basis of the “reaction
norm” (QTL-environmental interactions). Many of these questions are internally
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“multivariate” (i.e., their formulation is biologically more relevant when trait com-
plexes rather than separate traits are treated in one framework) (Korol et al. 1995).
Statistical considerations (i.e., significance, detection power, and mapping accuracy
and resolution) comprise a complementary source of motivation for “multivariate”
analysis. Thus, low accuracy of estimated chromosome position of detected QTLs
is one of the major obstacles for various applications of QTL mapping. We argue
that this is caused partially by using simplified methods of QTL analysis that leave
untouched a considerable part of mapping information contained in the data.
Although the history of aquaculture genetics for quantitative traits is short compared
to that for other animal models, there is no doubt that its fast development will be
facilitated by the new genomic revolution; hence, the urgent need and high potential
of new methods.

In this chapter we present methodologies for detection and analysis of QTLs for eco-
nomic traits in aquatic species, including both aquaculture and model species. We set
the context with a brief consideration of QTL detection and MAS and present a brief
overview of progress in detection of QTL in aquaculture species. We then demonstrate
computational aspects of QTL detection by analyzing experimental data for tilapia. It is
our hope that by demonstrating the use of statistically powerful tools we will advance
the discussion of QTL detection and MAS in aquaculture species.

An Overview of QTL Detection

Detection of QTLs and use of the knowledge in MAS can be conceived as having four
stages. To provide context for the discussion that follows, we briefly describe each
stage of a QTL detection program.

Genetic Marker Development

The potential value of genetic markers for purposes of genetic improvement through
MAS depends upon their being linked to segregating QTLs. A segregating QTL allele
of moderate effect can be detected reliably by a marker locus occurring within
approximately 20 centiMorgans (cM) along the chromosome (Soller et al. 1976). To
detect a reasonable proportion of the QTL segregating in a mapping population, a
large number of markers need to be well distributed throughout the genome of inter-
est. A quantitative assessment of the experimental power of marker-based screenings
for detection of QTLs (Kashi et al. 1990) showed that the number of QTLs identified
was more responsive to the degree of polymorphism of marker loci than to the num-
ber of individuals screened. A large collection of highly polymorphic marker loci is,
therefore, a precondition for successful use of the linkage-based approach to detecting
QTLs. A wide range of DNA marker types has been used in fish genomic research,
including amplified fragment length polymorphism (AFLP), randomly amplified
polymorphic DNA (RAPD), sequence tagged sites (STS), variable number of tandem
repeat (VNTR), simple sequence repeat (SSR) and single nucleotide polymorphism
(SNP) markers. See the chapters in Part I, as well as Ferguson and Danzmann (1998)
and Liu and Cordes (2004).
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Genomic Map Development

Genomes may be mapped at three different levels:

• Genetic maps that represent the linear order of markers along a chromosome
• Physical maps that localize large DNA segments onto the cytological karyotype of

the species
• Genome sequencing in which DNA sequences are aligned along the respective

chromosomes throughout the genome

Genetic maps are the most common means of displaying chromosomal organiza-
tion, and typically are built of marker arrangements within various linkage groups.
Detailed linkage maps have been constructed for a number of aquatic species, includ-
ing zebrafish (Postlethwait et al. 1994, Shimoda et al. 1999, Woods et al. 2000), rain-
bow trout (Young et al. 1998, Sakamoto et al. 2000, Nichols et al. 2003a), Atlantic
salmon (Lindner et al. 2000), medaka (Naruse et al. 2000), channel catfish (Waldbieser
et al. 2001), Japanese flounder (Coimbra et al. 2003), and tilapia (Kocher et al. 1998,
Agresti et al. 2000, McConnell et al. 2000, Lee et al. 2005). Genetic maps are built
using data on the frequencies of recombination events among pairs of genetic mark-
ers transmitted by a given parent. Markers that are physically near one another on a
chromosome have a reduced probability of having their allelic phase disrupted during
meiosis, and hence a high frequency of parental haplotypes is transmitted to their
progeny. In contrast, markers that are located far from one another on a linkage
group may experience a crossover event in most meioses generated (Thorgaard et al.
1983, Danzmann and Gharbi 2001). Data for constructing such marker-linkage maps
are generally produced using F2 intercross or backcross designs; that is, F1 parents
produced by mating two related strains or species are mated between themselves or to
the parental strains (Danzmann and Gharbi 2001).

In a number of mapping studies, segregation analysis was performed through manip-
ulation of complete chromosome sets (haploids and polyploids) or of the parent of
origin (gynogenesis or androgenesis) (Purdom 1969). For example, early mapping of
salmonids focused on allozyme polymorphisms, including the use of half-tetrad analysis
in meiotic gynogens (Thorgaard et al. 1983, Allendorf et al. 1986), which allowed map-
ping of genes with respect to the centromeres. Gynogenesis, a form of parthenogenesis,
is a process by which the chromosomal complement of the female is preserved, while at
the same time the genetic contribution of the male is eliminated. In artificial gynogene-
sis, irradiated sperm is used to trigger embryogenesis in eggs, but is not involved in syn-
gamy (Monaco et al. 1984, Chourrout 1984). Meiogynes are generated with temperature
or pressure shock, which suppresses the second meiotic division. One pair of sister chro-
matids is retained to create a single diploid embryo. Mitogynes are generated by apply-
ing a later shock to suppress the first mitotic division, thereby restoring diploidy (Nagy
et al. 1979, Streisinger et al. 1981, Shirak et al. 1998). Androgens are produced by using
radiation to inactivate eggs and fertilizing them with sperm; diploidy is restored by sup-
pressing the first cell division (Stanley 1976, Parsons and Thorgaard 1984, Myers et al.
1995). Distances from genes to centromere can be determined if half-tetrads from a
single meiosis can be observed. For example, the meiogynes include two sister chro-
matids that are products of the first meiotic division. The proportion of heterozygous
meiogynes (parental genotype) for a gene provides a measure of the recombination fre-
quency between this gene and a centromere (centromere distance). Most distal loci
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remain heterozygous after meiogynogenesis due to crossing over between nonsister
chromatids in the reductional meiotic division, while paracentromeric loci give rise to
homozygotes (Nagy et al. 1979, Streisinger et al. 1981, Thorgaard et al. 1983, Chourrout
1984). Thus, analysis of meiogyne segregations provides valuable information for map-
ping the centromeres in the existing linkage map. The mathematical formulas based on
hypothetical and experimental models allow conversion of the proportion of heterozy-
gotes into centimorgans units for intervals between two loci and between a locus and a
centromere (Anderson and Rhoades 1931 in Drosophila, Barratt et al. 1954 in Neu-
rospora). Such calculations were demonstrated in QTL mapping in trout and tilapia
(Allendorf et al. 1986, Don and Avtalion 1990, Shirak et al. 2006). A significant practical
problem in the production of gynogens and androgens is the low yield of viable progeny
due to the presence of deleterious alleles that are not often expressed in outbred popu-
lations (Purdom 1969, Mair 1993). This explanation is supported by observations of
increased viability of gynogenetic individuals in successive generations of carp, trout,
and tilapia (Nagy and Csanyi 1982, Allendorf et al. 1986, Shirak et al. 1998).

In addition to linkage maps, a variety of genomic tools, such as expressed sequence
tag (EST) libraries, bacterial artificial chromosome (BAC) libraries and BAC contig
maps have been developed for various fish species (reviewed by Clark 2003). Three
fish species, torafugu (Takifugu rubripes), spotted green pufferfish (Tetraodon
nigroviridis), and zebrafish (Danio rerio) are now under the process of large-scale
genome sequencing (Crollius et al. 2000, Woods et al. 2000, Aparicio et al. 2002,
Baden et al. 2002).

A genomic map is useful for QTL detection because with a collection of evenly
spaced markers, genome coverage is achieved at minimum cost and QTLs can be
mapped to specific marker intervals or chromosomal locations. The genome mapping
efforts mentioned above to a large degree were motivated to support QTL detection
and MAS experiments.

Ordering multilocus maps cannot be considered just a technical challenge, espe-
cially because some fishes display a peculiar deviation from random segregation of
nonhomologous chromosomes referred to as pseudo-linkage (Johnson et al. 1987,
Sakamoto et al. 2000, O’Malley et al. 2003, Woram et al. 2003). Although pseudo-
linkage is observed in many species (Korol et al. 1994, Korol 2001), it is not well
known to the mapping community. Pseudo-linkage may affect not only the quality of
the map, but in our context also may result in errors in QTL mapping (Peng et al.
2000, Sivagnanasundaram et al. 2004).

Thus, two major problems should be addressed in multilocus genetic mapping:
markers that belong to nonhomologous chromosomes should not be assigned to the
same linkage group, whereas markers from the same chromosome should be placed
on the genetic map in the same order as they reside in the DNA molecule. Under the
conditions of small sample size and considerable deviations of recombination rates
between nonsyntenic markers from 50%, the problem of clustering cannot be solved
by an arbitrary choice of a certain (constant) threshold value of recombination or sig-
nificance of LOD. Indeed, in experiments with the foregoing characteristics, recombi-
nation values between groups of markers from different chromosomes may be smaller
than those between adjacent markers within a chromosome. Moreover, even if the
markers are clustered correctly into linkage groups, reliable ordering cannot be guar-
anteed due to various complications stemming from incorrect scoring of DNA mark-
ers, missing data, negative interference, distorted segregation, and dominance of
some markers. Therefore, in the methodology developed by Korol’s group for building
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reliable maps, the results of multilocus ordering should be verified based on a resam-
pling (jackknife) procedure (Mester et al. 2003a).

The core procedure of this approach (implemented in the MultiPoint software
package, see http://www.multiqtl.com for details) includes the following stages:

1. Clustering of the total set of markers into linkage groups with a stringent initial
threshold level of pairwise recombination frequencies ( rf0 ~ 0.15), to prevent join-
ing loci from nonhomologous chromosomes in one linkage group due to pseudo-
linkage (Korol et al. 1994, Peng et al. 2000, Korol 2001).

2. Replacing groups of tightly linked (nonrecombining) markers by their most inform-
ative “delegates” (bin markers) that further comprise the skeleton map.

3. Ordering markers in the obtained linkage groups based on the minimum total map
length criterion (Mester et al. 2003a, 2003b). The ordering steps are alternated
with verification steps and removal (if necessary) of any problematic markers
detected. The approach adopted in this system differs from other existing method-
ologies by its optimization power, allowing rapid ordering of hundreds of loci
followed by resampling-based verification of the obtained multilocus maps to char-
acterize the stability of marker ordering rather than the confidence interval of each
marker position (in cM). The obtained estimates of neighborhood stabilities and
deviations from monotonic increase in recombination rates from the tested marker
to its neighbors allow detection and removal of problematic markers, thereby
improving map quality.

4. Merging the obtained linkage groups into larger linkage groups by relaxing the
threshold rf0; returning to stage 3, if necessary.

5. Attaching previously removed markers to their best intervals on the skeleton map.

To illustrate the foregoing scheme, we reanalyzed public-domain data on zebrafish
(http://zebrafish.mgh.harvard.edu/). The data set includes scores for about 3,850 mark-
ers of a small F2 mapping population (n = 44 individuals); hence, the challenge of get-
ting reliable mapping results and importance of the verification procedure. Only
codominant markers were selected for this illustration, still amounting to about 3,700
markers. Having in mind the danger of combining nonsyntenic markers in one linkage
group (LG), we started with a rather stringent threshold recombination rate rf0. It
appeared that rf0 = 0.1, 0.15, 0.20,  and 0.25 resulted in 44, 29, 24, and 1 linkage groups,
respectively. Thus, rf0 = 0.15 was chosen for step 1 of the foregoing algorithm. Imple-
mentation of the steps 2–4 resulted in 25 linkage groups, with skeleton maps including
from 22 to 56 markers, map lengths (using Kosambi mapping function) varying from 62
to 132 cM, with maximum gap per map varying from 6 to 24 cM. The number of markers
attached to the skeleton maps varied from 67 to 133. In addition, a short linkage group
also was obtained (25 cM length, with 7 skeleton markers and 14 attached markers).
Figure 11.1 illustrates how the verification steps allow detection and removal of prob-
lematic markers.

QTL Detection and Characterization

Many of the physiological traits measured in an organism are quantitative at the phe-
notypic level. These traits usually are controlled by several (or many) genes and are
affected by environmental factors. The chromosomal positions of genes underlying
these traits are called quantitative trait loci, or QTLs. QTLs are mapped by linkage
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Figure 11.1. Detection of unstable neighborhoods using jackknife resampling (a and b) and
improving map stability by removing markers causing the instability (c and d). The example is
based on zebrafish data set from Web site http://zebrafish.mgh.harvard.edu/. Parts a and b rep-
resent two fragments of a linkage group including 130 markers, whereas parts c and d are the
corresponding fragments of the skeleton map. Note the high stability of the skeleton map (for
each marker, the frequency of the neighbors on the left hand and right are no less than 0.8, and
mostly 0.9–1.0).



disequilibrium with molecular markers exhibiting Mendelian segregation. The principle
of QTL mapping is straightforward, and was noted more than 80 years ago (Payne 1918,
Sax 1923) and recently reviewed by Mackay (2001). If a QTL is linked to a marker locus,
there will be a difference in mean values for the quantitative trait among individuals with
different genotypes at the marker locus. Consider an autosomal marker locus, M, and a
quantitative trait locus, Q, each with two alleles (i.e., M1, M2 and Q1, Q2). The additive
and dominance effects of the QTL may be termed a and d, respectively, and the recom-
bination rate between the marker locus and QTL is c. In the classical F2 mapping design,
by crossing individuals with genotype M1M1Q1Q1 to those with genotype M2M2Q2Q2, and
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breeding the F1 progeny at random, the difference in the mean value of the quantitative
trait between homozygous marker classes in the F2 is a(1 – 2 c). Similarly, the difference
between the mean phenotypic value of the homozygous marker classes and the het-
erozygote is d(1 – 2 c) 2. Indeed, let the recombination rate c between marker and QTL
be the same in male and female meiosis. Then, at both sides the frequencies of gametes
will be 1⁄2(1 – c) M1Q1,

1⁄2 cM1Q2,
1⁄2 cM2Q1, and 1⁄2(1 � c) M2Q2. Upon random union of

gametes, the groups M1M1 and M2M2 can be represented as mixtures 1⁄2[(1 � c) 2 Q1Q1:2
c(1 � c) Q1Q2: c 2 Q2Q2] and 1⁄2[ c 2 Q1Q1:2 c(1 � c) Q1Q2:(1 – c) 2 Q2Q2], respectively,
with mean values m + a, m + d, and m � a. Therefore, the mean values of M1M1 and
M2M2 can easily be found as m+1⁄2(1 – 2 c) a and m � 1⁄2(1 – 2c) a, so that the difference
between the marker homozygotes is (1 – 2c)a. Similarly, the difference between
the mean phenotypic value of the homozygous marker classes and the heterozygote is
d(1 � 2 c) 2. If the QTL and marker locus are unlinked, c = 0.5 and the mean value of
the quantitative trait will be the same for each of the marker genotypes. The closer the
QTL and the marker locus, the larger is the phenotypic difference between the marker
genotypes. The maximum difference is observed when the marker genotypes corre-
spond exactly with the QTL (i.e., when the marker and QTL loci are one and the same).
Given a population that is genetically variable for the quantitative trait and a polymor-
phic marker linkage map, a test for differences in trait means between marker geno-
types, for each marker, can be done. The marker in a local region exhibiting the greatest
difference in the mean value of the trait is thus the one closest to the QTL (Lander and
Botstein 1989, Mackay 2001). This suggests the basic principle of a genome scan for
QTL. That is, by screening a collection of markers spanning the entire genome, segrega-
tion of QTLs throughout the entire genome can be detected. Lander and Botstein
(1989) suggested employing interval analysis rather than marker analysis. The difference
between these two analytical variants is not important when marker density is high, but
not in cases of low density. Indeed, in case of marker analysis the difference between the
marker groups decreases proportional to c, whereas in interval analysis it is proportional
to c2, hence higher QTL detection power of interval analysis.

Until two decades ago, the primary limitation for mapping QTL was lack of marker
loci. Many subsequent studies have revealed abundant molecular polymorphism at the
level of variation of single nucleotides (SNPs), short di-, tri-, or tetra-nucleotide tan-
dem repeats (microsatellites), longer tandem repeats (minisatellites), and mutations at
restriction sites (RFLPs and AFLPs) (Mackay 2001). Methods of detection of molecular
variation have evolved from RFLP analysis using Southern blots, to high-throughput
methods for discovery and genotyping of polymorphisms (Kristensen et al. 2001).

As noted above, QTL mapping is traditionally based on linkage between markers
and trait values that occurs within mapping populations or families. The precision with
which a QTL can be localized relative to marker loci is proportional to the number of
recombination events between the trait locus and markers, which depends on total
number of crossovers per chromosome per meiosis, distribution of recombination events
along the chromosome, and the sample size. These factors, together with the relatively
low individual effects of the QTLs, limit the QTL detection power and, especially, the
mapping precision (Ronin et al. 2003). The fact that the average number of crossover
exchanges per chromosome is usually low (1–3 exchanges) allows us to screen the chro-
mosomes for presence-absence of QTL effects by using a small to moderate number of
markers (e.g., marker density of approximately 20 cM would be enough). However, for
fine mapping, the requirements are much more challenging, calling for simultaneous
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increase in marker density and sample size, to allow the appearance of the recombi-
nants. Consequently, during the last decade, numerous efforts were devoted in order to
improve QTL mapping accuracy and efficiency by moving from family-based linkage
analysis to population-based linkage disequilibrium (LD) analysis. LD analysis uses non-
random association between QTL and marker alleles at two or more loci within a
targeted population. While linkage analysis relies on recombination during 1–3 genera-
tions, LD analysis uses recombination events accumulated within the population during
hundreds and thousands of generations, hence, its high potential for fine mapping.
Besides these historical recombination events, LD is caused by fitness interactions
between genes and such nonadaptive processes as population structure, inbreeding, and
stochastic effects. In addition to these factors, the “distance” of LD-associations depends
on the organism, specific population, and genome regions, and may vary from just a few
hundreds of base pairs to hundreds of kilobase pairs. Hence, unlike family-based QTL
detection by scanning through the genome linkage maps, LD-based detection needs
huge numbers of markers for genome-wise scanning, unless good candidate regions can
be suggested. These candidates may be derived from comparative genomics or by using
linkage analysis. Therefore, modern fine QTL mapping is a multistep process; an initial
genome scan is performed using linkage analysis, followed by higher resolution confir-
mation studies for detected QTLs, and culminates with LD or association mapping to
identify candidate genes (Mackay 2001).

Linkage mapping of QTL in organisms capable of inbreeding begins by choosing
parental strains that are genetically variable for the trait of interest. A mapping popu-
lation then is derived by back-crossing the F1 progeny to one or both parents, or mating
F1 individuals to create an F2 population, or constructing recombinant inbred lines
(RIL) by breeding F2 sublines to homozygosity. These methods are very efficient for
detecting marker-trait associations, since crosses between inbred lines generate maxi-
mum LD between QTL and marker alleles, and ensure that only two QTL alleles seg-
regate, with known linkage phase (Mackay 2001). The choice of method depends on
the biology of the organism, and the power of the different methods, given the heri-
tability of the trait of interest (Darvasi 1998).

As the availability of molecular markers increased, guidelines for experimental
design and improved statistical methods for mapping QTL were developed. Least-
squares (LS) methods test for differences between marker-class means using either
ANOVA or regression (Soller et al. 1976). LS methods have the advantage that they
easily can be extended to cope with QTL interactions and fixed effects using standard
statistical packages, but also have the disadvantage that the assumptions of homo-
geneity of variances may be violated. Maximum likelihood (ML) (Lander and
Botstein 1989) uses full information from the marker-trait distribution, and explicitly
accounts for the QTL data being mixtures of distributions (normal distributions usu-
ally are assumed). However, ML methods are less versatile, computationally inten-
sive, and require specialized software packages. There is, in fact, little difference in
power between LS and ML designs (Haley and Knott 1992).

Two important statistical considerations regarding experimental design and statis-
tical analysis for mapping QTLs are experimental power and significance threshold.
In cases where power is low, not all QTL will be detected, leading to overestimation
of the detected effects, and poor repeatability of results. The second problem relates
to the multiple tests for marker-trait associations in a genome scan analysis. To main-
tain the conventional experiment-wise significance level of 0.05, a more stringent
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significance threshold for each test is needed, based on the number of independent
tests. Permutation (Churchill and Doerge 1994) or other resampling methods (Lan-
der and Kruglyak 1995) are widely accepted for providing appropriate significance
thresholds. Weller and others (1998) proposed applying the false discovery rate
(FDR) for multiple comparisons in QTL analysis.

The number of mapped putative QTLs underestimates the total number of loci that
potentially contribute to the genetic variations in the traits. Increasing the sample size
would enable mapping of QTLs with smaller effects and separating linked QTLs on the
basis of a larger number of recombinant events. The challenge of high-resolution QTL
mapping is that individual QTLs are expected to have small effects that are sensitive to
the environment. QTLs, as detected in genome scans, are not genetic loci but relatively
large chromosomal regions containing one or more loci affecting the trait. The large
number of genes in the chromosomal intervals to which QTLs map limits the genetic
inferences that can be drawn from analysis of most mapping populations (Mackay 2001).

Association studies of candidate genes can be conducted without a priori evidence
for linkage (Tabor et al. 2002). Knowing that a given gene is likely to be important in a
certain physiological process can mark this gene as a candidate gene for influencing a
trait of interest. Once the candidate gene has been located in the genome, character-
ized and sequenced, its nature of expression and influence on physiological function
can be studied (Danzmann and Gharbi 2001).

A practical approach for QTL mapping based on a “multiple” analytical strategy
that allows a significant improvement of mapping quality is discussed here. Our pro-
posed general scheme includes joint analysis of multiple-trait complexes (MLT),
multiple-environment data (ME), multiple-interval mapping (MIM), and combined
analyses MLT � MIM, ME � MIM, and even ME � MLT � MIM. Clearly, multi-
variate methods do not automatically guarantee an improvement of QTL mapping
results. See the discussion in Korol and others (2001). Indeed, combining in one ana-
lytical framework multiple traits or a trait scored in multiple environments may lead
to both technical obstacles and principal complications. In some situations, too many
QTLs spread along a chromosome may underlie the scored trait complex, resulting in
a decrease rather than an increase of mapping precision. Nevertheless, despite these
constraints, analysis of numerous data sets supports a clear tendency of considerably
increasing QTL mapping quality, sometimes dramatically, by moving from simplistic
single-trait to more sophisticated multivariate methods. It appears that a more detailed
analysis of the same data set may not only increase QTL detection power, but also
improve the QTL mapping accuracy (the confidence interval of the estimated QTL
position). Thus, with a rather modest sample size (n = 100–200), one may reach fine
mapping (2–3 cM or less) by using MLT � MIM or ME � MIM combinations. Such
an improvement may have highly important consequences for evolutionary, ecologi-
cal, and breeding applications of QTL analysis.

Application to Aquatic Species

Against the background of the general overview of theory of QTL detection, we turn now
to applications of aquaculture species. We start with a brief overview of progress to date
on aquaculture species, and then turn to a prospective view, discussing new multiple
analytic approaches that could be applied to future QTL detection and analysis studies. 
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Retrospective View

Progress in development of genetic markers and maps and detection of QTLs for
production-related traits differs among aquaculture species. To show this progress, we
briefly consider progress for salmonids and tilapias.

The salmonids include several aquaculturally important species, including Atlantic
salmon (Salmo salar), rainbow trout (Oncorhynchus mykiss), and coho salmon
(O. kisutch). Major breeding programs have been undertaken for salmonids. Key
traits of breeding interest include growth rate, disease and parasite resistance, carcass
traits (dress-out, flesh color, low gaping frequency), and upper thermal tolerance.
Genetic linkage maps have been developed for rainbow trout (Young et al. 1998) and
Atlantic salmon (Hoyheim et al. 1998). BAC physical maps have been constructed for
these species (Palti et al. 2004, Ng et al. 2005). The rainbow trout cytogenetic and
genetic linkage groups have been integrated (Ruth Phillips, University of Washington-
Vancouver, personal communication). The Atlantic salmon and coho salmon linkage
groups have been partially assigned to chromosomes, including dimorphic sex chro-
mosomes (Phillips et al. 2005, Artieri et al. 2006). Comparative maps among the
salmonids have been developed by Danzmann and others (2005). Because of their
high economic value, considerable research effort has addressed QTL detection in
salmonids. QTLs have been detected for growth rate, disease and parasite resistance,
upper thermal tolerance, developmental rate, precocious male maturation, spawning
date, and other traits of selective breeding or evolutionary interest (Table 11.1).

Tilapia (Oreochromis sp.) production is especially important in many developing
countries, although tilapias have been widely introduced globally because of their
hardiness, disease resistance, and ease of culture. Breeding issues for tilapia include
growth rate, sex determination, cold tolerance, and disease resistance. The ability to
cross Oreochromis and Sarotherodon species and thereby create viable interspecific
hybrids makes them an ideal organism for mapping studies using backcross or F2
families (Poompuang and Hallerman 1997; Cnaani et al. 2003, 2004b). The most
recent version of the developing tilapia linkage map (Lee et al. 2005) consists of 24
linkage groups, while the genome consists of 22 pairs of chromosomes (Martins et al.
2004). The tilapia map spans 1,311 cM and consists of more than 520 microsatellite
markers and approximately 30 Type I gene markers. Recently, mapping of 11 markers
for genes of the sex-determination pathway and the Dax1 locus merged two linkage
groups, LG 16 and LG 21 (Shirak et al. 2006). QTLs have been detected for growth
rate, sex determination, cold tolerance, stress response, disease resistance, survival,
and coloration (Table 11.1).

Marker development, genetic mapping, and QTL detection experiments for other
aquaculture species—including channel catfish, basses, shrimps, and oysters—have
been initiated, although results to date are more limited in scope.

Prospective View

Against the background of general principles and approaches for QTL detection
described above, illustrated by reference to case studies in the scientific literature,
we now take a prospective view, showing how multiple analytic tools can contribute
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Table 11.1. Examples of QTLs detected in aquatic species, with indication of primary source
of interest in the trait (SB = selective breeding, E = evolutionary) and genetic architecture
where known.

Trait Genetic architecture Reference

Atlantic salmon
Resistance to infectious No apparent effect of Grimholt et al. 2003
salmonid anemia and genetic background
Aeromonas salmonicida
Resistance to infectious Two loci Moen et al. 2004b
salmonid anemia

Rainbow trout
Growth rate, condition Possible epistasis among Martyniuk et al. 2003
factor, precocious growth rate and precocious 
maturation male maturation
Growth rate, spawning date Possible pleiotropy among O’Malley et al. 2003

body size and spawning date
Growth rate Two loci, one major Reid et al. 2005
Condition factor Four loci, one major Reid et al. 2005
Resistance to Ceratomyxa Polygenic Nichols et al. 2003
shasta
Resistance to infectious Polygenic Palti et al. 1999
hepatic necrosis virus Palti et al. 2001

Two or three loci, one with Robison et al. 2001, Khoo et al. 
possible pleiotropy on 2004
embryo length
Associations with three Rodriguez et al. 2005
linkage groups

Killer cell-like activity Single chromosomal region Zimmerman et al. 2004
Upper thermal temperature Two loci, additive interaction Jackson et al. 1998

Epistasis among paternal Danzmann et al. 1999
alleles depends on genomic 
background
Three loci, one major Perry et al. 2001

Upper thermal tolerance Two loci Somorjai et al. 2003
Meristic traits Different loci associated Nichols et al. 2004

with each meristic trait; 
expression may be affected 
by maternal and 
environmental factors

Pyloric caecae number Three major loci Zimmerman et al. 2005
Albinism Dominant, single-gene trait Nakamura et al. 2001
Spawning date Highly polygenic; 13 markers Sakamoto et al. 1999

in even linkage groups
Coho salmon

Flesh color Additive genetic variance Arenada et al. 2005
with environmental influence; 
one linked marker

Arctic char
Growth rate Association with candidate Tao and Boulding 2003

gene GHRH/PACAP2 
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Table 11.1. (Continued)

Trait Genetic architecture Reference

Upper thermal tolerance Two loci Somorjai et al. 2003
Growth rate Two loci, one major Reid et al. 2005
Condition factor Four loci, one major Reid et al. 2005

Tilapias
Growth rate Three loci in three Cnaani et al. 2004

linkage groups
Sex determination Three loci in three Cnaani et al. 2004

linkage groups
Stress response Seven loci in five Cnaani et al. 2004

linkage groups
Immune response Six loci in five linkage Cnaani et al. 2004

groups
Prolactin expression level, Polymorphism in Streelman and Kocher 2002
Growth under salt challenge candidate gene
Sex ratio, susceptibility to Epistasis among sex Palti et al. 2002
inbreeding determination and viability
Sex ratio and viability Three loci with epistasis Shirak et al. 2002
Sex Epistasis among XY locus Lee et al. 2003, 2004

in lg01 and WZ locus in lg03
Sex One locus Moen et al. 2004a
Cold tolerance One locus Cnaani et al. 2003
Growth One locus Cnaani et al. 2003
Sex One locus Cnaani et al. 2003
Survival Three loci Cnaani et al. 2003
Disease resistance Lysis level codominantly Shirak et al. 2006

expressed Shirak et al. 2000
Body and peritoneum Body color—single gene 
coloration inheritance; peritoneum 

color—interaction of 
R and D genes

Survival, sex, and red One locus for each trait Lee et al. 2005
body coloration

Common carp
Cold tolerance Four markers associated 

with trait, one mapped to lg05 Sun and Liang 2004

greater statistical power to QTL detection experiments. In the examples presented
below, our main objective is to illustrate some of those analytical techniques for QTL
mapping using Cnaani and others’ (2004) performance and molecular marker data on
F2 hybrid tilapia. We try to show that employing more sophisticated methods and mod-
els allows us to diversify the QTL analysis, thereby improving its quality. Aspects of
“quality” that may be improved follow:

1. Significance level of QTL detection (i.e., false positive detection level)
2. QTL detection power (level of false negatives)
3. Accuracy of parameter estimation, especially for the QTL chromosomal position
4. Possibility to test (discriminate) biologically important hypotheses (e.g., additive ver-

sus dominant or overdominant effects; linkage versus pleiotropy, additive versus



epistatic effects for linked or unlinked QTLs, QTL-environmental interaction with
respect to QTL effects, and the genetic architecture aspects mentioned above

We believe that the examples below demonstrate the advantages of using a wide
spectrum of models and analytical techniques in order to support more efficient extrac-
tion of the mapping information hidden in the data and thereby reach a better under-
standing of the genetic architecture of the targeted trait complex and underlying
biological process(es). Thus, the examples below are merely illustrations; a more
exhausting analysis of this data set will be provided elsewhere. For illustrations, we
will concentrate mainly on linkage groups 19 and 23 (LG 19 and 23, respectively) (Lee
et al. 2005). All analyses were conducted using the MultiQTL analytic package (http://
www.multiqtl.com).

Using the examples below, we demonstrate the spectrum of tools relevant to current
and future QTL mapping efforts for aquaculture organisms, despite the limitations of
the available data set. In the following analyses, p is statistical significance (upon permu-
tation tests), SD ( L) is standard deviation of the estimated QTL position, P0.01 is QTL
detection power at the significance level p = 0.01, PEV is the percentage of explained
phenotypic variance, and d and h are the (doubled) additive and heterozygous QTL
effects, respectively. In displaying the results, we show the difference between the two
homozygotes for a QTL affecting trait X with the designation d = X( QQ) – X( qq).

The Mode of QTL Action (Simplifying the Model for QTL Effect)

Generally, for an F2 population, the QTL can be characterized by additive (d) and
heterozygous (h) effects. Various hypotheses about the QTL effect can be considered
and compared: pure additive effect (d � 0 and h = 0), dominant (h = d/2) and
recessive (h = – d/2) effects, no additive effect (d = 0 and h � 0), and general effect
(d � 0 and h � 0). It makes sense to test whether or not one of the foregoing simplifi-
cations of the general (d, h) model can be accepted. Indeed, using a simplified model
(e.g., d � 0 and h = 0) that does not differ significantly from the general model actu-
ally means excluding a nonsignificant (excess) parameter. In many cases, this allows
increasing the quality of the results (Table 11.2). The examples provided in Table 11.2
(in the section on “single-trait analysis”) show that removing the excessive parameters
from the model might considerably improve one or several of the quality parameters
(e.g., significance level and precision of QTL location). No less important is that this
procedure is helpful in testing the mode of expression of the QTL effect. Thus, for
the trait “weight,” the effect of the QTL on LG19 is highly significant, but its
additive effect (d) is close to zero. The LOD score associated with the simplified model
(d = 0, h) does not differ significantly from that for the general model (d, h), which
means that LG19 carries a QTL with a negative overdominant (heterosis) effect on
animal body weight. In another example, on change in ceruloplasmin (ferroxidase)
score (Δcerulopl) caused by challenging the animal to air exposure, the obtained rela-
tionship between the estimates of parameters for QTL effect on LG19 (d = 111 ±
30.4 and h = – 41.8 ± 27.8) is very close to that expected for a recessive QTL effect
(h = �d/2). This simplified model did not differ from the initial one, and its accept-
ance resulted in a nearly five-fold improvement of significance (p-value) and consider-
able narrowing of the confidence interval for the estimated QTL effect and location.
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Multiple-Trait analysis

Under small sample size, a QTL with pleiotropic effects on various traits may not be
detected if each of its individual effects is low. But even with significant effects, the
mapping resolution and location precision based on single-trait analysis remain disap-
pointingly low. These properties could be considerably improved by moving to
multiple-trait QTL analysis (Korol et al. 1995, 2001). In addition to pleiotropy,
multiple-trait analysis may be helpful in situations when the targeted traits are con-
trolled by tightly linked QTL. The application of multitrait analysis to situations of
linked or pleiotropic QTLs could bring about a remarkable improvement of mapping
results especially for correlated trait complexes (Korol et al. 2001). Moreover, joint
analysis of two correlated traits may improve the efficiency of mapping even if only
one of the traits is affected by the analyzed chromosome. See Korol and others
(1995). The second trait serves in such a case as a covariate (as in ANOVA with
covariates). We illustrate here the advantages of two-trait analysis, although, in prin-
ciple, many more traits can be analyzed simultaneously. The chosen examples extend
those of single-trait analysis, and in turn, are further extended by using genome-wise
MIM analysis for the two-trait combinations considered.

For the QTL from LG19 affecting the lysozyme trait, the results of mapping
become much more precise when the analysis also includes the correlated trait albu-
min (the residual correlation of these traits within the QTL groups is Rxy = �0.46). In
particular, in none of 10,000 permutations was the two-trait LOD = 6.07 exceeded
(hence, the significance p <5 � 10�5). In fact, instead of evenly distributed LOD
along this linkage group revealed by single-trait analysis, two-trait analysis detected a
QTL at the right end of the linkage group. The detection power estimated based on
2,000 bootstrap runs was 97.5% (compared to 83.0% for single-trait analysis), and the
standard deviation of the QTL position decreased to just 3.0 cM (from 10.6 cM in
single-trait analysis). This may reflect the real situation, although we cannot rule out
the possibility that this linkage group includes two QTLs; the modest sample size and
availability of only three markers for this linkage group do not allow reliable testing of
linked-QTL models. Within the class of single-QTL models for each linkage group, a
further improvement was achieved when this trait pair was analyzed using the MIM
approach for all available linkage groups (plus separate markers. See Table 11.2 and
Figure 11.2). In this case, the LOD score was 11.55, the detection power reached
100%, and the estimated QTL effects on lysozyme and albumin were seven-fold and
four-fold greater than their standard deviations.

QTL-E Analysis

Like multiple-trait analysis, joint analysis of a trait scored across several environments
may considerably improve the quality of mapping results (Jansen et al. 1995, Korol
et al. 1998, Yagil et al. 2006). However, even more important is its suitability for
testing corresponding biologically important hypotheses, such as the existence of
QTL � E interaction, and if the answer is positive, characterization of the environ-
mental dependence of the corresponding parameters (additive effect, epistasis, and
residual variation of the trait). Table 11.3 displays consequent steps of such analysis
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on some examples for single- and two-trait situations. For the first example, for the
glucose QTL in LG23, the general (unconstrained) model proved not to be significant
by permutation test ( p = 0.068). However, despite the total nonsignificance (over two
environments), the estimate representing the substitution effect in E2 (after challeng-
ing the animals to stress) is sixfold higher than that in E1 (before challenging the
animals) and threefold higher than its standard error (25.4 ± 8.1). This calls for test-
ing the hypothesis H0 (QTL � E = 0 or E1 = E2) with respect to parameter d; the
result was P(QTL � E = 0) = 0.029, allowing rejection of H0. Having in mind the
nonsignificant estimates of d and h for E1, we can build a new submodel with d1 =
h1 = 0. With respect to E2, it appears that, given the condition d1 = 0 and h1 = 0, two
models, with additive effect (h2 = 0) and recessive effect (h2 = �d2/2), do not differ
significantly from the general model (d2, h2), but the recessive model gives a slightly
higher LOD value and more precise parameter estimates. Fitting this model
concludes the analysis.

The result obtained on the effect of LG23 on glucose scores in E2 is very similar to
the result that could be obtained if data on E2 were analyzed separately. This is due to
the fact that, in this example, the QTL � E interaction is displayed in the extreme
form that the effect in E1 was zero. An opposite situation is displayed by the second
example regarding the effect of LG10 on hematocrit scores. The individual analysis of
this trait in either E1 or E2 could not detect any significant effect despite the similari-
ties of LOD graphs. Joint analysis in E1 and E2 indicated that if these regions do
affect the trait, the effect can be described using a dominance model for both E1 and
E2 (i.e., h1 = d1/2 and h1 = d1/2). This simplification resulted in an increase of signif-
icance and accuracy of the estimates. Joint analysis in E1 and E2 indicated that if this
region does affect the trait, there should not be QTL � E interaction (the correspon-
ding test gives P[QTL � E = 0] = 0.865). Thus, using the dominance model with the
assumption of ‘no QTL � E interaction’ gives the final model with a reasonable sig-
nificance ( p < 0.01), detection power (P0.01 = 57%), and estimation accuracy (d is
threefold greater than its standard error).

More complicated situations are displayed for the example of a joint QTL � E
analysis of the two-trait combination ceruloplasmin-lysozyme with LG19 markers.
Using a general (d, h) model with no restrictions on the effects of either of the two traits
in both E1 and E2 environments, a highly significant ( p � 0.001) pleiotropic QTL was
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Figure 11.2. Improving the quality of QTL mapping for trait “change in ceruloplasmin”
(�cerulopl) using two-trait analysis combined with MIM. (a) Single-trait analysis of Δcerulopl;
(b) two-trait analysis of �cerulopl and globulin; (c) the same as (b) but combined with MIM.
Red—general model, green—simplified model (as shown in Table 11.2).
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found (with detection power P0.01 = 93.5%). Fitting the H0 model (QTL � E = 0)
simultaneously for both additive (d) and heterozygous (h) effects and both traits and
testing it against the unrestricted H1 (QTL � E � 0) allows rejection of H0 at the p =
0.002 level of significance. However, it appeared that the two environments differed
not only for the parameters characterizing the QTL effects; the residual variance of
lysozyme (but not ceruloplasmin) in E2 was much higher than that in E1. Hence,
direct comparison of QTL effects in E1 and E2 was not possible, because d1 � d2
does not exclude the possibility that d1/1 � d2/2 may still hold. To manage this
problem, the analysis should be conducted on variables normalized to keep 1 � 2.
After moving to normalized variables, the difference between H0 = (QTL � E = 0)
and H1 (QTL � E � 0) becomes even more significant than for the initial data (p was
reduced from 0.002 to 0.0006). The results for the normalized model simplified to
take into account the dominance-recessiveness of the QTL effects are shown in Table
11.3. The considerable improvement of significance and detection power caused by
this simplification is noteworthy (p <5.10�6, P0.01 = 99.6). What remains is to test
whether the highly significant deviation from H0 = (QTL � E = 0) is caused by the
QTL effect on ceruloplasmin (C) or lysozyme (L). This can be achieved by assuming
separately C1 = C2 and L1 = L2. As can be seen from the results in the table, the
assumption C1 = C2 causes a highly significant (0.0004) reduction of LOD compared
to the level characteristic of H1,  whereas L1 = L2 is quite compatible with H1 (signif-
icance >0.40).

Epistasis

An important aspect of the genetic architecture of quantitative traits is epistasis. Our
next example demonstrates the complicated possibilities of testing epistasis between
linked QTLs from LG23, in the context of QTL-E analysis, using data on lysozyme
scored before (E1) and after (E2) challenging the animals. Due to the abovemen-
tioned observation about higher residual variance in E1, the analysis is conducted on
normalized data. In this model, the two linked QTL will be referred to as a and b
(Table 11.4). Epistasis in each environment is represented by a vector of epistatic para-
meters 
 (
1, 
2, 
3, 
4) (for additive-additive, additive-heterozygous, heterozygous-
additive, and heterozygous-heterozygous interactions, respectively).

The first step is to test, using the unconstrained model, whether the H0 hypothesis
(no effect of the linkage group on the trait) and the H1 hypothesis (only one QTL in
the linkage group affects the trait) can be rejected when compared to the H2 alterna-
tive hypothesis (two linked QTL in the linkage group affect the trait). The tests
conducted allow rejecting both H0 and H1 in favor of H2. The next step is testing
whether epistasis is significant in either E1 or E2. This can be achieved by setting sep-
arately 
1 = 0 and 
2 = 0, fitting the resulting constrained models and comparing
them with the unconstrained model (where 
1 � 0 and 
2 � 0 simultaneously). These
comparisons gave P(
1 = 0) = 0.208 and P(
2 � 0) = 0.019. In other words, epistasis
was significant after challenge (in E2), but not before (in E1). The results of 1,000
bootstrap runs of the final fitted model (with the parameters shown in Table 11.4)
are presented in Figure 11.3. It is noteworthy that the solution for nearly 75% of runs
was on the interval pair 1–4. In general, we can conclude that QTL-environmental
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interaction, as a part of genetic architecture and reaction norm, may include signifi-
cant dependence of epistasis on external conditions.

Marker-assisted Selection

Marker-assisted selection (MAS) is covered in detail in Chapter 12, therefore, here
we provide only conceptual introductions. Once QTLs have been detected and their
relative quantitative effects have been estimated, how can this knowledge be applied
in practical marker-assisted selective breeding? Two modes of application may be
anticipated. First, we can select directly upon the family material on which the QTL
mapping was done. We anticipate that this mode of MAS will have limited applicabil-
ity, and mostly for basic research. Second, we can select upon existing commercial
broodstocks. We anticipate that this mode of MAS will have more general applicabil-
ity. The commercial broodstock will be screened for segregation of QTLs of interest
and to determine the coupling of marker and QTL alleles specific to families within
that broodstock. MAS has been well demonstrated in crop plant systems (Collard et
al. 2005), such as corn (Yousef and Juvik 2002) and millet (Serraj et al. 2005). If the
gene directly affecting a trait is known (as opposed to a genetic marker linked to that
gene on the chromosome), then gene-assisted selection (GAS) can be applied.
In agricultural animal systems, MAS is being applied to increase litter size in pigs
(Rothschild et al. 1996, Visscher and Haley 1998). GAS is being applied to increase
scrapie resistance (DEFRA 2006) and to decrease incidence of spider syndrome in
sheep (R. Lewis, Virginia Polytechnic Institute and State University, personal com-
munication). To our knowledge, neither GAS nor MAS have yet been applied to
aquaculture species.

A key practical question is whether MAS can accelerate genetic progress to the
degree that it is cost-effective. The power of selective breeding plus MAS will have to
be demonstrated relative to conventional, phenotype-based breeding alone. The effi-
cacy of MAS depends on three factors, the heritability of the trait, the proportion of
genetic variance associated with marker(s), and the selection scheme at issue (Lande
and Thompson 1990). The relative efficiency of MAS in relation to conventional
selective breeding is highest for low heritability traits when selecting on the basis of an
individual-based index combining both genetic marker and phenotypic information.
Development of selection indices combining phenotypic and marker information
depends upon the relationships among individuals, their breeding values as estimated

4

3

2

21 3 Interval

Power 86.30%

75.2%

Figure 11.3. QTL-E analysis of a two-QTL model with epistasis for the effect of lg01 on
lysozyme. The results of 1,000 bootstrap runs for the simplified model as shown in Table 11.4.



using classical animal models, and the phenotypic effects of marked QTLs (Spelman
and Garrick 1998). The theory for estimating selection indices has been particularly
well established for dairy cattle (Hoeschele 1993, Weller 1997). Since fish families can
be large and can be reared in single units, the parameters entering the analysis pre-
sumably can be estimated with considerable precision. Still, the technical basis for
development of selection indices for fishes needs more theoretical work.

Like classical selective breeding, MAS could be particularly effective for aquatic
species. In aquatic species, most traits of economic interest are well suited to MAS:

1. Most traits are not sex-limited.
2. Generation intervals in many species are short.
3. Most species have external fertilization.
4. Many traits of interest are heritable.
5. Most species have large progenies.

The prospects for genetic improvement of aquaculture species are good (Gjedrem
1983, 1985). However, MAS cannot be cost-effectively applied for every trait. High
heritability traits might best be improved by classical, phenotype-based selection.
Traits for which MAS would be most appropriate include sex-limited traits, traits
expressed late in life, carcass traits, and low heritability traits (Poompuang and
Hallerman 1997). Given that many key traits, such as growth rate, often have high
enough heritability to be improved using classical selective breeding, we anticipate
that cost considerations might dictate that MAS will be used to develop resource lines
(e.g., disease-resistant lines) as opposed to general production lines. These resource
lines might be crossed into production stocks as needed to improve targeted traits for
which QTL detection and MAS are cost-effective.

Acknowledgments

Andrey Shirak’s research was supported by Research Grant No. IS-3561-04 from
BARD, the United States-Israel Binational Agricultural Research and Development
Program. Avner Cnaani was supported by a Vaadia-BARD postdoctoral fellowship
award (FI-338-2003). Eric Hallerman’s research in this area is supported, in part, by
the U.S. Department of Agriculture CSREES Hatch Program. We thank Micha Ron
and Gidi Hulata (Israel Agricultural Research Organization) for agreeing to use of
the tilapia data.

References

Agresti JJ, S Seki, A Cnaani, S Poompuang, EM Hallerman, N Umiel, G Hulata, GAE Gall,
and B May. 2000. Breeding new strains of tilapia: development of an artificial center of origin
and linkage map based on AFLP and microsatellite loci. Aquaculture, 185, pp. 43–56.

Allendorf FW, JE Seeb, KL Knudsen, GH Thorgaard, and RF Leary. 1986. Gene-centromere
mapping of 25 loci in rainbow trout. Journal of Heredity, 77, pp. 307–312.

Anderson EG and MM Rhoades. 1931. The distribution of interference in the X-chromosomes
of Drosophila. Papers of the Michigan Academy of Science, 13, pp. 227–239.

190 Mapping Genomes



Aparicio S, J Chapman, E Stupka, N Putnam, J Chia, P Dehal, A Christoffels, S Rash, S Hoon,
A Smit, MDS Gelpke, J Roach, T Oh, IY Ho, M Wong, C Detter, F Verhoef, P Predki, A Tay,
S Lucas, P Richardson, SF Smith, MS Clark, YJK Edwards, N Doggett, A Zharkikh, SV
Tavtigian, D Pruss, M Barnstead, C Evans, H Baden, J Powell, G Glusman, L Rowen, L Hood,
YH Tan, G Elgar, T Hawkins, B Venkatesh, D Rokhsar, and S Brenner. 2002. Whole-genome
shotgun assembly and analysis of the genome of Fugu rubripes. Science, 297, pp. 1301–1310.

Araneda C, R Neira, and P Iturra. 2005. Identification of a dominant SCAR marker associated
with colour traits in coho salmon (Oncorhyncus kisutch). Aquaculture, 247, pp. 67–73.

Artieri CG, LA Mitchell, SH Ng, SE Parisotto, RG Danzmann, B Hoyheim, RB Phillips,
M Morasch, BF Koop, and WS Davidson. 2006. Identification of the sex-determining locus
of Atlantic salmon (Salmo salar) on chromosome 2. Cytogenetics and Genome Research,
112, pp. 152–159.

Baden J, G Powell, L Glusman, L Rowen, L Hood, YH Tan, G Elgar, T Hawkins, B Venkatesh,
D Rokhsar, and S Brenner. 2002. Whole-genome shotgun assembly and analysis of the
genome of Fugu rubripes. Science, 297, pp. 1301–1310.

Barratt RW, D Newmeyer, DD Perkins, and L Garnjobst. 1954. Map construction in Neu-
rospora crassa. Advances in Genetics, 6, pp. 1–93.

Chourrout D. 1984. Pressure-induced retention of second polar body and suppression of first
cleavage in rainbow trout: production of all-triploids, all-tetraploids, and heterozygous and
homozygous diploid gynogenetics. Aquaculture, 36, pp. 111–126.

Churchill GA and RW Doerge. 1994. Empirical threshold values for quantitative trait mapping.
Genetics, 138, pp. 963–971.

Clark MS. 2003. Genomics and mapping of Teleostei (bony fish). Comparative and Functional
Genomics, 4, pp. 182–193.

Cnaani A, EM Hallerman, M Ron, JI Weller, M Indelman, Y Kashi, GAE Gall, and G Hulata.
2003. Detection of a chromosomal region with two quantitative trait loci, affecting cold toler-
ance and fish size, in an F2 tilapia hybrid. Aquaculture, 223, pp. 117–128.

Cnaani A, S Tinman, Y Avidar, M Ron, and G Hulata. 2004a. Comparative study of biochemi-
cal parameters in response to stress in Oreochromis aureus, O. mossambicus and two strains
of O. niloticus. Aquaculture Research, 35, pp. 1434–1440.

Cnaani A, N Zilberman, S Tinman, G Hulata, and M Ron. 2004b. Genome-scan analysis
for quantitative trait loci in an F2 tilapia hybrid. Molecular Genetics and Genomics, 272,
pp. 162–172.

Coimbra MRM, K Kobayashi, S Koretsugu, O Hasegawa, E Ohara, A Ozaki, T Sakamoto,
K Naruse, and N Okamoto. 2003. A genetic linkage map of the Japanese flounder,
Paralichthys olivaceus. Aquaculture, 220, pp. 203–218.

Collard BCY, MZZ Jahufer, JB Brouwer, and ECK Pang. 2005. An introduction to markers,
quantitative trait loci (QTL) mapping and marker-assisted selection for crop improvement:
the basic concepts. Euphytica, 142, pp. 169–196.

Crollius HR, O Jaillon, C Dasilva, C Ozouf-Costaz, C Fizames, C Fischer, L Bouneau, A
Billault, F Quetier, W Saurin, A Bernot, and J Weissenbach. 2000. Characterization and
repeat analysis of the compact genome of the freshwater pufferfish Tetraodon nigroviridis.
Genome Research, 10, pp. 939–949.

Danzmann RG, M Cairney, WS Davidson, MM Ferguson, K Gharbi, R Guyomard, E Leder,
N Okamoto, A Ozaki, CE Rexroad, T Sakamoto, JB Taggart, and RA Woram. 2005. A com-
parative analysis of the rainbow trout genome with two other species of fish (Arctic charr and
Atlantic salmon) within the tetraploid derivative Salmonidae family (subfamily Salmoninae).
Genome, 48, pp. 1037–1051.

Danzmann RG and K Gharbi. 2001. Gene mapping in fishes: a means to an end. Genetica, 111,
pp. 3–23.

Danzmann RG, TR Jackson, and MM Ferguson. 1999. Epistasis in allelic expression at upper
temperature tolerance QTL in rainbow trout. Aquaculture, 173, pp. 45–58.

Detection and Analysis of Quantitative Trait Loci 191



Darvasi A. 1998. Experimental strategies for the genetic dissection of complex traits in animal
models. Nature Genetics, 18, pp. 19–24.

DEFRA (Department for Environment, Food and Rural Affairs, UK). 2006. National scrapie
plan.http://www.defra.gov.uk/animalh/bse/othertses/scrapie/nsp/index.html. Accessed Janu-
ary 19, 2006.

Don J and RR Avtalion. 1988. Production of F1 and F2 diploid gynogenetic tilapias and analysis
of the “Hertwig curve” obtained using ultraviolet irradiated sperm. Theoretical and Applied
Genetics, 76, pp. 253–259.

FAO (Food and Agriculture Organization of the United Nations). 2006. Fisheries global infor-
mation system. http://www.fao.org/figis. Accessed May 2, 2006.

Ferguson MM and RG Danzmann. 1998. Role of genetic markers in fisheries and aquaculture:
useful tools or stamp collecting? Canadian Journal of Fisheries and Aquatic Sciences, 55,
pp. 1553–1563.

Gjedrem T. 1983. Genetic variation in quantitative traits and selective breeding in fish and
shellfish. Aquaculture, 33, pp. 51–72.

Gjedrem T. 1985. Improvement of productivity through breeding schemes. Geojournal, 10,
pp. 233–241.

Grimholt U, S Larsen, R Nordmo, P Midtlyng, S Kjoeglum, A Storset, S Saebo, and RJ Stet.
2003. MHC polymorphism and disease resistance in Atlantic salmon (Salmo salar): facing
pathogens with single expressed major histocompatibility class I and class II loci. Immuno-
genetics, 55, pp. 210–219.

Haley CS and SA Knott. 1992. A simple regression method for mapping quantitative trait loci
in line crosses using flanking markers. Heredity, 69, pp. 315–324.

Hoeschele I. 1993. Incorporation of quantitative trait loci equations into an animal model
incorporating genetic marker data. Journal of Dairy Science, 76, pp. 1693–1701.

Hoyheim B, R Danzmann, R Guyomard, L Holm, R Powell, and J Taggart. 1998. Construc-
ting a genetic map of salmonid fishes: Salmap. Plant and Animal Genome 6, p. 165
(abstract).

Jackson TR, MM Ferguson, RG Danzmann, AG Fishback, PE Ihssen, M O’Connell, and
TJ Crease. 1998. Identification of two QTL influencing upper thermal tolerance in three
rainbow trout (Oncorhynchus mykiss) half-sib families. Heredity, 80, pp. 143–151.

Jansen RC, JM Van Ooijen, P Stam, C Lister, and C Dean. 1995. Genotype-by-environment
interaction in genetic mapping of multiple quantitative trait loci. Theoretical and Applied
Genetics, 91, pp. 33–37.

Johnson KR, JE Wright Jr, and B May. 1987. Linkage relationships reflecting ancestral
tetraploidy in salmonid fish. Genetics, 116, pp. 579–591.

Kashi Y, E Hallerman, and M Soller. 1990. Marker-assisted selection of candidate bulls for
progeny testing programmes. Animal Production, 51, pp. 63–74.

Khoo SK, A Ozaki, F Nakamura, T Arakawa, S Ishimoto, R Nikolov, T Sakamoto, T Akatsu,
M Mochuzuki, I Denda, and N Okamoto. 2004. Identification of a novel chromosomal
region associated with infectious hematopoietic necrosis (IHN) resistance in rainbow trout
Oncorhynchus mykiss. Fish Pathology, 39, pp. 95–101.

Kocher TD, WJ Lee, H Sobolewska, D Penman, and B McAndrew. 1998. A genetic linkage
map of a cichlid fish, the tilapia (Oreochromis niloticus). Genetics, 148, pp. 1225–1232.

Korol AB. 2001. Recombination. In: Encyclopedia of Biodiversity, vol. 5. Academic Press, San
Diego, pp. 53–71.

Korol AB, IA Preygel, and SI Preygel. 1994. Recombination Variability and Evolution.
Chapman and Hall, London.

Korol AB, Y Ronin, V Kirzhner. 1995. Interval mapping of quantitative trait loci employing
correlated trait complexes. Genetics, 140, pp. 1137–1147.

Korol AB, YI Ronin, and E Nevo. 1998. Approximated analysis of QTL-environmental inter-
action with no limits on the number of environments. Genetics, 148, pp. 1015–1028.

192 Mapping Genomes



Korol AB, YI Ronin, AM Itskovich, J Peng, and E Nevo. 2001. Enhanced efficiency of QTL
mapping analysis based on multivariate complexes of quantitative traits. Genetics, 157,
pp. 1789–1803.

Kristensen VN, D Kelefiotis, T Kristensen, and AL Borresen-Dale. 2001. High-throughput
methods for detection of genetic variation. Biotechniques, 30, pp. 318–326.

Lande R and R Thompson. 1990. Efficiency of marker-assisted selection in the improvement of
quantitative traits. Genetics, 124, pp. 743–756.

Lander E and L Kruglyak. 1995. Genetic dissection of complex traits: guidelines for interpret-
ing and reporting linkage results. Nature Genetics, 11, pp. 241–247.

Lander ES and D Botstein. 1989. Mapping mendelian factors underlying quantitative traits
using RFLP linkage maps. Genetics, 121, pp. 185–199.

Lee B-Y, G Hulata, and TD Kocher. 2004. Two unlinked loci control the sex of blue tilapia
(Oreochromis aureus). Heredity, 92, pp. 543–549.

Lee B-Y, WJ Lee, JT Streelman, KL Carleton, AE Howe, G Hulata, A Slettan, JE Stern,
Y Terai, and TD Kocher. 2005. A second generation genetic linkage map of tilapia (Ore-
ochromis spp.). Genetics, 170, pp. 237–244.

Lee B-Y, DJ Penman, and TD Kocher. 2003. Identification of the sex-determining region in tilapia
(Oreochromis niloticus) using bulked segregant analysis. Animal Genetics, 34, pp. 379–383.

Lindner KR, JE Seeb, C Habicht, KL Knudsen, E Kretschmer, DJ Reedy, P Spruell, and FW
Allendorf. 2000. Gene-centromere mapping of 312 loci in pink salmon by half-tetrad analy-
sis. Genome, 43, pp. 538–549.

Liu ZJ and JF Cordes. 2004. DNA marker technologies and their applications in aquaculture
genetics. Aquaculture, 238, pp. 1–37.

Mackay TFC. 2001. The genetic architecture of quantitative traits. Annual Review of Genetics,
35, pp. 303–339.

Mair GC. 1993 Chromosome-set manipulation in tilapia: techniques, problems and prospects.
Aquaculture, 111, pp. 227–244.

Martins C, C Oliveira, AP Wasko, and JM Wright. 2004. Physical mapping of the Nile tilapia
(Oreochromis niloticus) genome by fluorescent in situ hybridization of repetitive DNAs to
metaphase chromosomes—A review. Aquaculture, 231, pp. 37–49.

Martyniuk CJ, GML Perry, HK Mogahadam, MM Ferguson, and RG Danzmann. 2003. The
genetic architecture of correlations among growth-related traits and male age at maturation
in rainbow trout. Journal of Fish Biology, 63, pp. 746–764.

McConnell SKJ, C Beynon, J Leamon, and DOF Skibinski. 2000. Microsatellite marker based
genetic linkage maps of Oreochromis aureus and O. niloticus (Cichlidae): extensive linkage
group segment homologies revealed. Animal Genetics, 31, pp. 214–218.

Mester D, YI Ronin, D Minkov, E Nevo, and AB Korol. 2003b. Constructing large scale
genetic maps using evolutionary strategy algorithm. Genetics, 165, pp. 2269–2282.

Mester DI, YI Ronin, Y Hu, E Nevo, and AB Korol. 2003a. Efficient multipoint mapping: mak-
ing use of dominant repulsion-phase markers. Theoretical and Applied Genetics, 107,
pp. 1102–1112.

Moen T, JJ Agresti, A Cnaani, H Moses, TR Famula, G Hulata, GAE Gall, and B May. 2004a.
A genome scan of a four-way tilapia cross supports the existence of a quantitative trait locus
for cold tolerance on linkage group 23. Aquaculture Research, 35, pp. 893–904.

Moen T, KT Fjalestad, H Munck, and L Gomez-Raya. 2004b. A multistage testing strategy for
detection of quantitative trait loci affecting disease resistance in Atlantic salmon. Genetics,
167, pp. 851–858.

Monaco PJ, EM Rasch, and JS Balsano. 1984. In: BJ Turner, Ed. Evolutionary Genetics of
Fishes. Plenum Press, New York. pp. 311–328.

Myers JM, DJ Penman, Y Basavaraju, SF Powell, P Baoprasertukul, KJ Rana, N Bromage, and
BJ McAndrew. 1995. Induction of diploid androgenetic and mitotic gynogenetic Nile tilapia
(Oreochromis niloticus L.). Theoretical and Applied Genetics, 90, pp. 205–210.

Detection and Analysis of Quantitative Trait Loci 193



Nagy A and V Csanyi. 1982. Changes of genetic parameters in successive gynogenetic genera-
tions. Theoretical and Applied Genetics, 63, pp. 105–110.

Nagy A, K Rajki, L Horvath, and V Csanyi. 1979. Genetic analysis in carp (Cyprinus carpio)
using gynogenesis. Heredity, 43, pp. 35–40.

Nakamura K, A Ozaki, T Akutsu, K Iwai, T Sakamoto, G Toshizaki, and N Okamoto. 2001.
Genetic mapping of the dominant albino locus in rainbow trout (Oncorhynchus mykiss).
Molecular Genetics and Genomics, 265, pp. 687–693.

Naruse K, S Fukamachi, H Mitani, M Kondo, T Matsuoka, S Kondo, N Hanamura, Y Morita,
K Hasegawa, R Nishigaki, A Shimada, H Wada, T Kusakabe, N Suzuki, M Kinoshita, A
Kanamori, T Terado, H Kimura, M Nonaka, and A Shima. 2000. A detailed linkage map of
medaka, Oryzias latipes: comparative genomics and genome evolution. Genetics, 154,
pp. 1773–1784.

Ng SHS, CG Artieri, IE Bosdet, R Chiu, RG Danzmann, WS Davidson, MM Ferguson, CD Fjell,
B Hoyheim, SJM Jones, PJ de Jong, BF Koop, MI Krzywinski, K Lubieniecki, MA Marra, LA
Mitchell, C Mathewson, K Osoegawa, SE Parisotto, RB Phillips, ML Rise, KR von Schalburg,
JE Schein, H Shin, A Siddiqui, J Thorsen, N Wye, G Yang, and B Zhu. 2005. A physical map of
the genome of Atlantic salmon, Salmo salar. Genomics, 86, pp. 396–404.

Nichols KM, J Bartholomew, and GH Thorgaard. 2003a. Mapping multiple genetic loci associ-
ated with Ceratomyxa shasta resistance in Oncorhynchus mykiss. Diseases of Aquatic Organ-
isms, 56, pp. 145–154.

Nichols KM, PA Wheeler, and GH Thorgaard. 2004. Quantitative trait loci analyses for meris-
tic traits in Oncorhynchus mykiss. Environmental Biology of Fishes, 69, pp. 317–331.

Nichols KM, WP Young, RG Danzmann, BD Robison, C Rexroad, M Noakes, RB Phillips, P
Bentzen, I Spies, K Knudsen, FW Allendorf, BM Cunningham, J Brunelli, H Zhang, S Ris-
tow, R Drew, KH Brown, PA Wheeler, and GH Thorgaard. 2003b. A consolidated linkage
map for rainbow trout (Oncorhynchus mykiss). Animal Genetics, 34, pp. 102–115.

O’Malley KG, T Sakamoto, RG Danzmann, and MM Ferguson. 2003. Quantitative trait loci
for spawning date and body weight in rainbow trout: testing for conserved effects across
ancestrally duplicated genomes. Journal of Heredity, 94, pp. 273–284.

Ozaki A, T Sakamoto, S Khoo, K Nakamura, MRM Coimbra, T Akutsu, and N Okamoto.
2001. Quantitative trait loci (QTLs) associated with resistance/susceptibility to infectious
pancreatic necrosis virus (IPNV) in rainbow trout (Oncorhynchus mykiss). Molecular
Genetics and Genomics, 265, pp. 23–31.

Palti Y, SA Gahr, JD Hansen, and CE Rexroad III. 2004. Characterization of a new BAC library
for rainbow trout: evidence for multi-locus duplication. Animal Genetics, 35, pp. 130–133.

Palti Y, KM Nichols, KI Waller, JE Parsons, and GH Thorgaard. 2001. Association between
DNA polymorphisms tightly linked to MHC class II genes and IHN virus resistance in back-
crosses of rainbow trout and cutthroat trout. Aquaculture, 194, pp. 283–289.

Palti Y, JE Parsons, and GH Thorgaard. 1999. Identification of candidate DNA markers associ-
ated with IHN virus resistance in backcrosses of rainbow (Oncorhynchus mykiss) and cut-
throat trout (O. clarki). Aquaculture, 173, pp. 81–94.

Palti Y, A Shirak, A Cnaani, G Hulata, RR Avtalion, and M Ron. 2002. Detection of genes with
deleterious alleles in an inbred line of tilapia (Oreochromis aureus). Aquaculture, 206,
pp. 151–164.

Parsons JE and GH Thorgaard. 1984. Induced androgenesis in rainbow trout. Journal of
Experimental Zoology, 231, pp. 407–412.

Payne F. 1918. An experiment to test the nature of the variation on which selection acts. Indiana
University Studies, 5, pp. 1–45.

Peng JH, AB Korol, T Fahima, MS Röder, YI Ronin, YC Li, and E Nevo. 2000. Molecular
genetic maps in wild emmer wheat, Triticum dicoccoides: genome-wide coverage, massive
negative interference, and putative quasi-linkage. Genome Research, 10, pp. 1509–1531.

194 Mapping Genomes



Perry GML, RG Danzmann, MM Ferguson, and JP Gibson. 2001. Quantitative trait loci for
upper thermal tolerance in outbred strains of rainbow trout (Oncorhynchus mykiss). Hered-
ity, 86, pp. 333–341.

Phillips RB, MR Morasch, LK Park, KA Naish, and RH Devlin. 2005. Identification of the sex
chromosome pair in coho salmon (Oncorhynchus kisutch): lack of conservation of the sex
linkage group with chinook salmon (Oncorhynchus tshawytscha). Cytogenetics and Genome
Research, 111, pp. 166–70.

Poompuang S and EM Hallerman. 1997. Toward detection of quantitative trait loci and
marker-assisted selection in fish. Reviews in Fisheries Science, 5, pp. 253–277.

Postlethwait JH, SL Johnson, CN Midson, WS Talbot, M Gates, EW Ballinger, D Africa,
R Andrews, T Carl, JS Eisen, S Horne, CB Kimmel, M Hutchinson, M Johnson, and
A Rodriguez. 1994. A genetic-linkage map for the zebrafish. Science, 264, pp. 699–703.

Purdom CE. 1969. Radiation-induced gynogenesis and androgenesis in fish. Heredity, 24, pp.
431–444.

Reid DP, A Szanto, B Glebe, RG Danzmann, and MM Ferguson. 2005. A QTL for body weight
and condition factor in Atlantic salmon (Salmo salar): Comparative analysis with rainbow
trout (Oncorhynchus mykiss) and Arctic charr (Salvelinus alpinus). Heredity, 94, pp.
166–172.

Robison BD, PA Wheller, K Sundin, P Sikka, and GH Thorgaard. 2001. Composite interval
mapping reveals a major locus influencing embryonic development rate in rainbow trout
(Oncorhynchus mykiss). Journal of Heredity, 92, pp. 16–22.

Rodriguez MF, S LaPatra, S Williams, T Famula, and B May. 2005. Genetic markers associated
with resistance to infectious hematopoietic necrosis in rainbow and steelhead trout
(Oncorhynchus mykiss) backcrosses. Aquaculture, 241, pp. 93–115.

Ronin Y, AB Korol, M Shtemberg, E Nevo, and M Soller. 2003. High resolution mapping of
quantitative trait loci by selective recombinant genotyping. Genetics, 164, pp. 1657–1666.

Rothschild MF, C Jacobson, DA Vaske, CK Tuggle, L Wang, TH Short, GR Eckhardt, S Sasaki,
A Vincent, DG McLaren, O Southwood, H Van der Steen, A Mileham, and G Plastow. 1996.
The estrogen receptor is associated with a major gene influencing little size in pigs. Proceed-
ings of the National Academy of Sciences U.S.A., 93, pp. 201–205.

Sakamoto T, RG Danzmann, K Gharbi, P Howard, A Ozaki, SK Khoo, RA Woram, N
Okamoto, MM Ferguson, LE Holm, R Guyomard, and B Hoyheim. 2000. A microsatellite
linkage map of rainbow trout (Oncorhynchus mykiss) characterized by large sex-specific dif-
ferences in recombination rates. Genetics, 155, pp. 1331–1345.

Sakamoto T, RG Danzmann, N Okamoto, MM Ferguson, and PE Ihssen. 1999. Linkage analy-
sis of quantitative trait loci associated with spawning time in rainbow trout (Oncorhynchus
mykiss). Aquaculture, 173, pp. 33–43.

Sax K. 1923.The association of size differences with seed-coat pattern and pigmentation in
Phaseeolus vulgaris. Genetics, 8, pp. 552–560.

Serraj R, CT Hash, SMH Rizvi, A Sharma, RS Yadav, and FR Bidinger. 2005. Recent advances
in marker-assisted selection for drought tolerance in millet. Plant Production Science, 8, pp.
334–337.

Shimoda N, EW Knapik, J Ziniti, C Sim, E Yamada, S Kaplan, D Jackson, F de Sauvage, H
Jacob, and MC Fishman. 1999. Zebra fish genetic map with 2000 microsatellite markers.
Genomics, 58, pp. 219–232.

Shirak A, A Bendersky, G Hulata, M Ron, and RR Avtalion. 2006. Altered self-erythrocyte
recognition and destruction in an inbred line of tilapia (Oreochromis aureus). Journal of
Immunology, 176, pp. 390–394.

Shirak A, Y Palti, A Cnaani, AB Korol, G Hulata, M Ron, and RR Avtalion. 2002. Association
between loci with deleterious alleles and distorted sex ratios in an inbred line of tilapia (Ore-
ochromus aureus). Journal of Heredity, 93, pp. 270–276.

Detection and Analysis of Quantitative Trait Loci 195



Shirak A, E Seroussi, A Cnaani, AE Howe, R Domokhovsky, N Zilberman, TD Kocher, G
Hulata, and M Ron. 2006. Amh and Dmrta2 genes map to tilapia (Oreochromis spp.) linkage
group 23 within QTL regions for sex determination. Genetics, 174, pp. 1573–1581.

Shirak A, A Shmarina, Y Kuperman, and RR Avtalion. 2000. Inheritance of body and peri-
toneum color in hybrids of Oreochromis aureus and red O. niloticus. Israel Journal of Aqua-
culture—Bamidgeh, 52, pp. 21–29.

Shirak A, J Vartin, and RR Avtalion. 1998. Production of viable diploid mitogynogenetic Ore-
ochromis aureus using the cold shock technique and its optimization through definition of
cleavage time. Israel Journal of Aquaculture—Bamidgeh, 50, pp. 140–150.

Sivagnanasundaram S, K Broman, M Liu, and A Petronis. 2004. Quasi-linkage: a confounding
factor in linkage analysis of complex diseases? Human Genetics, 114, pp. 588–593.

Soller M, T Brody, and A Genizi. 1976. Power of experimental designs for detection of linkage
between marker loci and quantitative loci in crosses between inbred lines. Theoretical and
Applied Genetics, 47, pp. 35–39.

Somorjai IML, RG Danzmann, and MM Ferguson. 2003. Distribution of temperature toler-
ance quantitative trait loci in Arctic charr (Salvelinus alpinus) and inferred homologies in
rainbow trout (Oncorhynchus mykiss). Genetics, 165, pp. 1443–1456.

Spelman RJ and DJ Garrick. 1998. Genetic and economic responses for within-family marker-
assisted selection in dairy cattle breeding programs. Journal of Dairy Science, 81,
pp. 2942–2950.

Stanley JG. 1976. Production of hybrid androgenetic and gynogenetic grass carp and carp.
Transactions of the American Fisheries Society, 105, pp. 10–16.

Streelman JT and TD Kocher. 2002. Microsatellite variation associated with prolactin expres-
sion and growth of salt-challenged tilapia. Physiological Genomics, 9, pp. 1–4.

Streisinger G, C Walker, N Dower, D Knauber, and F Singer. 1981. Production of clones of
homozygous diploid zebrafish (Brachydanio rerio). Nature, 291, pp. 293–296.

Sun X and L Liang. 2004. A genetic linkage map of common carp ( Cyprinus carpio L.) and
mapping of a locus associated with cold tolerance. Aquaculture, 238, pp. 165–172.

Tabor HK, NJ Risch, and RM Myers. 2002. Candidate-gene approaches for studying complex
genetic traits: practical considerations. Nature Reviews Genetics, 3, pp. 391–396.

Tao WJ and EG Boulding. 2003. Associations between single nucleotide polymorphisms in can-
didate genes and growth rate in Arctic charr (Salvelinus alpinus L.). Heredity, 91, pp. 60–69.

Thorgaard GH, FW Allendorf, and KL Knudsen. 1983. Gene-centromere mapping in rainbow
trout: high interference over long map distances. Genetics, 103, pp. 771–783.

Visscher P and CS Haley. 1998. Marker-assisted selection in commercial pig breeding pro-
grams, pp. 57–76 In Wiseman J, Varley MA, Chadwick JP, Eds. Progress in Pig Science. Not-
tingham University Press, Nottingham, UK.

Waldbieser GC, BG Bosworth, DJ Nonneman, and WR Wolters. 2001. A microsatellite-based
genetic linkage map for channel catfish, Ictalurus punctatus. Genetics, 158, pp. 727–734.

Weller JI. 1997. Introduction to QTL detection and marker-assisted selection, pp. 259–275 In
Miller RH, Pursel VG, Norman HD, Eds. Beltsville Symposia in Agricultural Research 20:
Biotechnology’s Role in the Genetic Improvement of Farm Animals. American Society for
Animal Science, Savoy, IL.

Weller JI, JZ Song, DW Heyen, HA Lewin, and M Ron. 1998. A new approach to the problem
of multiple comparisons in the genetic dissection of complex traits. Genetics, 150, pp.
1699–1706.

Woods IG, PD Kelly, F Chu, P Ngo-Hazelett, YL Yan, H Huang, JH Postlethwait, and WS Tal-
bot. 2000. A comparative map of the zebrafish genome. Genome Research, 10, pp.
1903–1914.

Woram RA, K Gharbi, T Sakamoto, B Hoyheim, L-E Holm, K Naish, C McGowan, MM
Ferguson, RB Phillips, J Stein, R Guyomard, M Cairney, JB Taggart, R Powell, W Davidson,

196 Mapping Genomes



and RG Danzmann. 2003. Comparative genome analysis of the primary sex-determining
locus in salmonid fishes. Genome Research, 13, pp. 272–280.

Yagil C, M Sapojnikov, A Wechsler, AB Korol, and Y Yagil. 2006. Genetic dissection of pro-
teinuria in the Sabra rat. Physiological Genomics, 25, pp. 121–133.

Young WP, PA Wheeler, VH Coryell, P Keim, and GH Thorgaard. 1998. A detailed linkage
map of rainbow trout produced using doubled haploids. Genetics, 148, pp. 839–850.

Yousef GG and JA Juvik. 2002. Enhancement of seedling emergence in sweet corn by marker-
assisted backcrossing of beneficial QTL. Crop Science, 42, pp. 96–104.

Zimmerman AM, JP Evenhuis, GH Thorgaard, and S Ristow. 2004. A single major chromoso-
mal region controls natural killer cell-like activity in rainbow trout. Immunogenetics, 55,
pp. 825–835.

Zimmerman AM, PA Wheeler, SS Ristow, and GH Thorgaard. 2005. Composite interval
mapping reveals three QTL associated with pyloric caeca number in rainbow trout,
Oncorhynchus mykiss. Aquaculture, 247, pp. 85–95.

Detection and Analysis of Quantitative Trait Loci 197



Chapter 12
Marker-Assisted Selection for 
Aquaculture Species

Max F. Rothschild and Anatoly Ruvinsky

Introduction

Genetic improvement in fish and other aquaculture species is a relatively new devel-
opment. Excellent reviews on the progress in many species have been published (e.g.,
Gjedrem 2000, Benzie 1998, Hulata 2001). While the earliest genetic improvement
has used standard methods of selection and cross breeding, developments in molecu-
lar genetics have now allowed for the progression of molecular markers for parentage
control and species identification (e.g., Heath et al. 1995, Norris et al. 2000, Martin
and Soleto 2003). Also see Chapter 8 of this book. A number of mapping projects
(Alcivar-Warren et al. 1997) have also led to the development of quantitative trait loci
(QTL) projects designed to identify regions or genes and markers associated with
specific traits in aquaculture species. Once identified these markers could then be
used in marker-assisted selection (MAS). Hulata (2001) presented a review of devel-
opments that took place prior to the beginning of this decade.

The purpose of this chapter is to provide the reader with some background and
theory related to MAS and information as it pertains to some other species essential
for food production and to present information on recent progress in the field of
aquaculture.

Definition and Theory of Marker-assisted Selection (MAS)

Traditional animal improvement has relied primarily on population selection based on
phenotypic characters or traits. The idea of using genetic markers for selection, both by
themselves and with other phenotypic data, termed marker-assisted selection (MAS)
was first considered several decades ago when the first molecular markers, restriction
fragment length polymorphisms (RFLP) were described in commercially important
species (Soller and Beckmann 1982). Since then tremendous progress has been
achieved in developing new types of markers, gene mapping, quantitative trait loci
(QTL) studies, and in theoretical investigations of potential MAS outcomes. MAS can
be best used for traits with low heritability, as a means to improve accuracy of selection,
to reduce generation interval by early selection before maturity, and finally to select for
traits that are observed in one sex only (Lande and Thompson 1990).

Despite a great deal of promise only a handful of cases demonstrating practical
usefulness of MAS in reducing frequencies of recessive alleles causing genetic
diseases, determining simple Mendelian traits and improvement in a few species
have been reported so far (Dentine 1999, Dekkers 2004). In livestock, commercial
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implementation of MAS related to improvement of quantitative traits has been
employed for removal of deleterious major genes, growth rate, meat quality, disease
resistance, and reproductive traits in pigs and in other species such as cattle where
markers are used routinely for improvement of protein percentage in milk and mar-
bling and tenderness in beef cattle. Dekkers (2004) has summarized the progress and
use of markers as “the current attitude toward MAS is . . . cautious optimism.” Before
discussing the state of progress in aquaculture species, the basic principles and the
major limitations of MAS will be briefly considered.

Quantitative traits are usually determined by a number of genes, some of them
interacting, and influenced by environmental conditions. As a result, when heritability
is low, effectiveness of selection based on phenotypic measurements alone may be
poor (Lynch and Walsh 1998). However, the development of an approach allowing
direct identification and subsequent selection of the most valuable genotypes is an
attractive proposition. Such methods could make selection of both quantitative and
qualitative traits more efficient. Molecular markers, either the causative ones or those
located within the gene or close to that gene of interest, would be the best potential
tools for such genotype-oriented selection.

Finding either the causative genetic mutation or effective molecular markers has in
general proved to be difficult and requires a high level of genome knowledge for a
species. There are two major reasons behind this. First of all, location and identity of
genes affecting essential traits is usually not known. Only for the most intensively stud-
ied agricultural species, like cattle, pigs, and chickens, has such information become
partially available, as genomic projects still are expensive and demanding. Hopefully
the situation will steadily improve in the years to come.

The second obstacle, when the marker is not the causative mutation, is the ongoing
recombination process, which constantly changes phase between the allele in ques-
tion and a marker (Figure 12.1). Three possible approaches can reduce the intensity
of this problem:

• Finding a marker within a gene which is in strong linkage disequilibrium (LD) with
the causative mutation

• Choosing a marker tightly linked to the gene in question and in strong LD
• Flanking the gene by two closely linked markers

Each of these approaches has its own advantages and disadvantages.
Identification and sequencing of some genes affecting qualitative traits, like disease

susceptibility, opens the door for searching molecular markers, which could be
causative mutations in the gene and which could be directly selected against the delete-
rious allele. This approach is also known as gene-assisted selection (GAS). Malignant
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hyperthermia syndrome (MHS) in pigs may serve as an example here (MacLennan
et al. 1990). Commercial populations of pigs can and have been purged from highly
undesirable allele causing MHS in a relatively short period of time. Unfortunately, the
number of such examples is not large; similar situations are even much rarer among
quantitative traits. Obviously GAS does not carry negative effects of recombination
because a causative mutation is located within the gene in question and this is a clear
advantage. In most of the selection schemes GAS outperforms MAS and particularly
in the short-term (Villanueva et al. 2002). There is a strong expectation that in the near
future significant progress will be achieved in identifying links between genes and phe-
notypic traits, a number of “phenome” projects are under way (Williams 2006).

An alternative approach is choosing closely located markers (�1 centiMorgans
[cM]). This in turn requires dense linkage maps that are not available today except for
chickens and cattle where draft genome sequences exist. Lack of such maps also adds
strict limitations on QTL or association mapping for nearly all aquaculture species at
least for some time. More distantly located single markers (�5 cM) are less reliable due
to recombination events and could produce in the long run more harm than benefits. 
A third possibility, flanking markers, is more advantageous (Figure 12.2).

As the probability of double recombination between two linked markers (�5 cM)
is low, there is a very small risk (�0.0025) to “lose” control over the preferred allele
with a large selective value using only marker information. It is also essential that
obtaining homozygotes for a haplotype carrying the preferred allele becomes much
easier (Figure 12.3). After QTL in a species are verified, MAS programs become fea-
sible (Evans et al. 2003).

The development of genome sequencing in aquaculture species will eventually
lead to dense genetic maps and alleviate these problems. Thus, as soon as knowledge
about genes or QTL affecting essential traits becomes available and haplotypes carry-
ing preferred alleles are flanked by molecular markers or causative mutations are
found within the genes responsible for particular traits, MAS can be implemented.
Theoretical evaluation of potential effects from MAS implementation initially was
quite optimistic, ranging from 9% to 64% of gain when compared with non-MAS
strategy (Meuwissen and Goddard 1996). Studies and limited practice during the last
decade has indicated that these estimates are likely the upper limits, which might be
theoretically achieved under specific sets of circumstances favoring MAS. However,
there are numerous factors limiting practical gains of MAS.

Requirements and Limits of MAS Implementation

Not all traits are equally suitable for MAS implementation. The basic economic
requirements are clear in that profits from the introduction of MAS into breeding
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practices must exceed investments in the development of MAS technology. Assuming
that this technology is based on relatively complex and expensive methods of sam-
pling, DNA extraction, marker identification, and analysis on a mass scale, costs are
initially quite high. Additional costs of MAS, while relatively small may also conflict
with commercial use in an industry. There are several criteria affecting potential ben-
efits of MAS, which are briefly considered below.

Timing of Trait Recording

In a variety of situations, traits are not known or cannot be recorded prior to the
required selection decisions. Meat or fish quality could serve as a good example. Mark-
ers might be very valuable in improving genotypes and “hidden” phenotypes of sires
and dams in relation to the meat or fish flesh quality. Another example is resistance or
susceptibility of animals to a certain disease or parasite, which might occur only at the
time of exposure. Here again MAS could be useful in promoting the most resistant
genotypes. It should be mentioned that in some species (including numerous marine
species) mass selection at the time of exposure could be an alternative option particu-
larly when there is a major locus determining resistance. Notter and Cockett (2005)
provided an additional illustration of potential usefulness relative to time of recording.
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Figure 12.3. Transmission of haplotypes through generations. Homozygotization of a certain
chromosome fragment is possible (CSH—chromosome segment homozygosity). Usage of mark-
ers framing such a fragment increases opportunities for homozygotization, if it is beneficial for
breeding purposes. Adapted from Hayes et al. 2005.
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Genetic improvement in traits associated with seasonal breeding in sheep is difficult
because these traits are generally not expressed until late in life and are usually
recorded only in females. Detection of relevant QTL and their use in MAS could
therefore substantially enhance selection response. The melatonin receptor 1a gene is
polymorphic in many sheep breeds and appears to influence a number of seasonal
reproductive responses. A variety of clock genes have been identified in laboratory
mammals and have been shown to influence biological rhythms. Thus, the various
clock genes represent potentially important candidate genes that may be involved in
control of seasonal breeding.

Correlation Between Genotype and Phenotype

Those traits, where correlation between genotype and phenotype is high, are certainly not
among the best candidates for MAS unless they cannot be measured directly on the ani-
mal as in sex-limited traits. If the trait can be assessed before the selection decision and
phenotype is determined by genotype in a significant degree (heritability �30–40% or
above) there is no strong need for additional marker information. The selective objectives
can be achieved by using traditional or modern methods of selection (Kinghorn 1997).
However, in cases such as reproduction or disease resistance, where heritability is low,
individual marker information can be very advantageous.

Age-related Selection

Young animals, which have yet to be involved in progeny-test schemes, present a bet-
ter opportunity for MAS to be used than older individuals who might have a signifi-
cant number of offspring with measured traits. As estimated breeding values (EBV)
of such young individuals can not be predicted with a reasonable confidence, MAS
using markers for the desired traits can be quite useful to preselect animals for further
testing or to speed generation interval.

QTL or Major Gene is of Large Effect

Choosing an application of MAS, one has to give proper consideration to the size of
the effect caused by a QTL or major gene. Clearly the preference should be given to
those QTL, whose effect on the trait varying from moderate to large (�20–40% of the
phenotypic variation). Individual smaller-sized QTL (�5%) are not expected to pro-
duce a significant benefit from MAS implementation. Stochastic computer simula-
tions have shown that some extra gains are expected even when a trait is controlled by
numerous loci of additive small effect distributed along many chromosomes and MAS
is practiced (Villanueva et al. 2005). MAS has been compared with other schemes
where genetic evaluations were performed using standard BLUP. When the density of
markers was high enough, there has been an increase in the accuracy of selection with
MAS, and this has led to extra gains (5–11%) when compared with standard BLUP.
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However, the commercial viability of such MAS application is not clear since such
studies have not considered the level of investment and maintenance costs and practi-
cal complications of molecular marker analysis.

Frequency of Preferred Allele or Haplotype

If the preferred allele is rather rare in a population, more gains are expected from
MAS. But as is often the case, the “effect” may be poorly estimated. On the contrary,
if there is a high frequency of the preferred allele, this does not leave the opportunity
for significant improvement and MAS may not be economically viable. Computer
modelling made by Schulman and Dentine (2005) shows that with a QTL of moderate
size and initial allele frequencies of the favorable allele of 0.05, the response with
MAS was 6% higher than with traditional selection in the sires selected after their
progeny test.

Short-term Response to MAS

Once a desirable allele or haplotype is chosen and other preconditions are fulfilled,
MAS can progress rapidly until fixation of the QTL or the major gene is achieved.
It may take a few generations depending on intensity of the process to reach the high
level of fixation desired in the population. Further gains in improving a particular trait
using this marker become very limited and thus economically not viable. It simply
means that in some cases MAS technology has a limited time, during which it is eco-
nomically justifiable. Because the cost of development of such technology is usually
not small it should be considered relative to the potential gains. This could be another
impediment to MAS development and its practical implementation at least using cur-
rently available molecular technology.

Linkage Disequilibrium

It is quite possible that two or more loci affecting a phenotype are closely linked.
In some instances, unfavorable haplotypes carrying alleles with the opposite effect
on the breeding value might occur in a population. Such undesirable linkage disequi-
librium can be better handled by MAS, which will facilitate identification of rare and
desirable recombinant haplotypes. These recombinant haplotypes might present a
new opportunity for selection and could be very beneficial. However, the initial
investments in gene and QTL mapping, which are unavoidable, might be significant.

Marketing

For companies selling improved breeding stocks, active use of MAS can be viewed
also as a marketing tool and may serve as evidence of the high genetic quality of their
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product to some customers. GeneSTAR® is a very suitable example of such situations
because there is no alternative way to assess potential high meat quality in young bulls
(Genetic Solutions 2006). Buyers are willing to pay premium prices for animals with
presumed superior qualities.

Long-term Response

Villanueva and others (2002) compared the benefits of MAS with schemes where
selection is directly on the QTL (Gene Assisted Selection [GAS]) and with schemes
where only phenotypic information was considered. The optimization of the additive
genetic contributions (BLUP methodology) has a significant positive impact on
genetic response but the use of markers leads to moderate additional short-term
gains. Optimized selection schemes with phenotypic information only did nearly as
well as standard truncation GAS in the short-term. The maximum accumulated bene-
fit from MAS over conventional selection (BLUP) was less than half of the maximum
benefit achieved from GAS, even with very low recombination rates between the
markers and the QTL. The authors have shown that the prior information about the
QTL effects can substantially increase genetic gain, and, when the accuracy of the pri-
ors is high enough, the responses from MAS are practically as high as those obtained
with direct selection on the QTL.

A general conclusion can be drawn that MAS can increase the effectiveness of the
selection process but this is not always the case (for easily measured traits with high
heritability) and comes at a cost, which must be taken into consideration by organiza-
tions planning commercial implementation of MAS.

Parentage Testing, Species Identification, 
and Marker-assisted Introgression

Molecular markers can also be used for parentage testing and as a tool for marker-
assisted introgression of desirable alleles and haplotypes (see Chapter 8). In both
situations this may increase effectiveness and intensity of selection. Furthermore,
markers can be used for species or population identification (see Chapter 9). This has
considerable value because occasionally lower priced aquatic species are sold as higher
priced ones and consumer fraud can be lessened with occasional marker testing.

Parentage Testing

Knowledge of parental-progeny relationships in a selected population could be very
beneficial (see Chapter 8). Unfortunately, it cannot be perfectly known or recorded in
some populations. Microsatellites and other molecular markers have proved to be an
ample opportunity for a posterior parentage testing. Computer programs like
CERVUS (http://helios.bto.ed.ac.uk/evolgen/cervus/cervus.html) provide powerful
facilitation of parentage testing. It has been demonstrated that 12 MS loci with an
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average number of alleles are quite sufficient to reconstruct parent-offspring relation-
ships with a probability close to 1 (Sunduimijid 2006, personal communication). (Also
see Chapter 8.) Using this approach, pedigree information can be obtained for any
species, including marine organisms. For instance, an integrated pedigree database
was developed at the Oceanic Institute, Hawaii, (http://www.oceanicinstitute.org/
nav.php?loc�Research&page�Shrimp_Department) for a shrimp breeding pro-
gram. This database provides the Oceanic Institute (OI) with a powerful tool for man-
agement of their shrimp-breeding program and also generates useful information
about shrimp genetics. It is likely that similar parentage testing and performance
databases will be developed for other species thus incorporating molecular markers in
breeding programs.

Marker-assisted Introgression and Transgenic Technology

So far, the majority of examples of marker-assisted introgression have come from
plant breeding due to the significant costs and time constraints for animal species.
Very limited examples from animal species exist. At this stage it is difficult to predict
whether or when a similar approach will be implemented in any aquaculture species-
breeding program.

Transgenic technology on the contrary does not require too much time and in prin-
ciple allows modification of many critically important traits like disease and parasite
resistance, growth intensity, and quality of the final product. There are successful
examples of transgenesis in many animal species including fish (Future Fish 2003,
Tafalla et al. 2006) and crustaceans (Lu and Sun 2005). The public acceptance of
transgenics is an entirely different matter, and MAS clearly would be preferred.

Species Identification

Authenticity of species, especially relative to labeling and marketing claims is com-
mercially quite important. Several countries have legislation that requires accurate
labeling. A number of these issues and methods using DNA markers have been con-
sidered and were reviewed at length by Martin and Soleto (2003).

MAS Developments in Aquaculture

Genetic Maps in Aquaculture Species

The essential condition for MAS is development of useful resource families, genetic
linkage and physical maps, and large numbers of polymorphic genetic markers (Liu and
Cordes 2004). In recent years, there has been clear progress in this direction. See Chap-
ter 10. Genetic and physical maps of fish species include those for arctic char (Woram
et al. 2004), salmon (Gilbey et al. 2004, Moen et al. 2004), rainbow trout (Young et al.
1998, Sakamoto et al. 2000, Nichols et al. 2003), gilthead seabream (Senger et al. 2006),
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catfish (Liu et al. 2003), and tilapia (McConnell et al. 2000) for example. Other species
include Pacific oyster (Hubert and Hedgecock 2004, Li and Guo 2004), eastern oyster
(Yu and Guo 2003), abalone (Liu et al. 2006), black tiger shrimp (Wilson et al. 2002,
2004; Maneeruttanarungroj et al. 2006), and Pacific white shrimp (Alcivar-Warren et al.
2006). These maps vary in complexity with most consisting initially of microsatellites,
amplified fragment length polymorphisms (AFLP), and more recently some single
nucleotide polymorphisms (SNP). Fine mapping is being applied only to some species
at this time.

QTL and Association Studies

Maps and markers are but the first step. Families in which crosses are produced and
many traits measured are also required to obtain quantitative trait loci (QTL) infor-
mation. See also Chapter 11. Just as mapping activity has increased, so have the
efforts to find QTL and useful candidate genes.

A significant number of these QTL and association studies are connected with
aquaculture species that have been farmed for a long time. For instance, in rainbow
trout such QTL investigations were aimed for thermal tolerance (Jackson et al. 1998;
Danzman et al. 1999; Perry et al. 2001, 2005), spawning time (Sakamoto et al. 1999,
O’Malley et al. 2003), embryonic development (Robison et al. 2001), and more
recently disease resistance. Use of markers to improve disease resistance offers con-
siderable genetic advantage for aquaculture producers. Ozaki and others (2001) iden-
tified QTL associated with resistance to infectious pancreatic necrosis (IPN), which is
a well-known acute viral disease in rainbow trout. Two putative QTL affecting disease
resistances were detected on chromosomes A (IPN RS-1) and C (IPN RS-2). It was
suggested that these markers have great potential for use in MAS for IPN resistance.
More recently, Zimmerman and others (2004) found a chromosomal region con-
trolling natural killer (NK) cell-like activity in rainbow trout using a genetic map of
more than 500 markers including AFLPs and microsatellites. The single major QTL
associated with NK-like activity is not linked to the fragmented MHC class I and
MHC class II regions and the two QTL previously found to be associated with resis-
tance to IPN virus in rainbow trout.

A large collaborative research group has been exploring QTL in tilapia, another
farm-raised fish (Agresti et al. 2000). These investigations have led to discovery of
QTL affecting a number of traits including body color (Howe and Kocher 2003) and
sex determination (Shirak et al. 2002, Lee and Kocher 2003). More recently Cnaani
and others (2004) initiated a search for QTL for innate immunity, response to stress,
biochemical blood parameters, and body size in an F2 population derived from an
interspecific tilapia hybrid. Despite the small family size and a limited number of
markers, 35 significant marker-trait associations, involving 26 markers in 16 linkage
groups, were found. Many of these were confirmed in a second experiment. The por-
tion of variance explained by each QTL was on average 11%, with a maximum of
29%, and they found that the average additive effect of each QTL was 0.2 standard
deviation units for stress response traits and fish size, with a maximum of 0.33. Some
of these results confirm previous studies. More recently, Shirak and others (2006)
reported QTL for other disease-related parameters.
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Salmon, another extensively raised fish, have also been well investigated. Using
91 microsatellite loci and three full-sib families, Reid and others (2005) examined
QTL affecting body weight and condition factor. A total of 10 suggestive and signifi-
cant QTL for body weight and condition factor were identified. The largest QTL
effects for body weight and for condition factor accounted for over 20% of the pheno-
typic trait variation, respectively. The authors noted that three of the QTL for body
weight occur on linkage groups where similar effects have been detected on the
homologous regions in either rainbow trout or arctic char.

Species investigated include arctic char and catfish. QTL have been reported in
arctic char for temperature tolerance (Somorjai et al. 2003). In catfish, genetic mark-
ers have been associated with feed efficiency and performance traits (Karsi et al.
2000, Karsi and Waldbeiser 2005), and immune response (Karsi et al. 2005).

In shellfish, species QTL and association studies are considerably more limited
and have for the most part been confined to shrimp and prawns. Glenn and others
(2004) found SNPs in the cathepsin L gene and found suggestive associations with
growth rate in both Pacific white shrimp and black tiger shrimp. Rocha and others
(2005) working in the framework of the BioZEST ATP-research project, attempted
to identify putative associations between DNA-markers and shrimp (Litopenaeus van-
namei) production traits. Parents from 80 full-sib families were genotyped for batter-
ies of SNP markers, and effects of these marker-genotypes on all production traits
recorded were evaluated statistically. Two markers were found to be associated with
statistically significant effects on an array of production traits, including harvest
weight (HWT), test daily gain (TDG), biomass yield, grow-out survival, nursery,
stocking and brood-stock weights, and several shrimp carcass and meat quality traits.
Marker-effects were remarkably consistent across raceways and matched known phe-
notypic correlations among traits. Estimated average additive effects of allele substi-
tutions for HWT (mean � 22.2 grams [g]) ranged from 2.2 to 4.5 g for marker 1, and
from 1.5 to 1.8 g for marker 2. More recently, Yu and others (2006) examined three
genes associated with molting but found no association with growth rate in Pacific
white shrimp.

Applications and Limitations in Aquaculture

The growing numbers of markers and the development of useful maps and candidate
genes and markers in some species have for the first time allowed commercial aqua-
culture ventures to consider using markers in selection programs. These results are
difficult to find since most research and application in companies is well guarded.

Examples, however, can be found. These include the use of government labs to use
DNA markers for identification of fish species as part of regulatory investigations. Fur-
thermore, some companies are now using markers for parentage and selection deci-
sions. One such example is Landcatch Natural Selection (http://www.swim-back.com/),
which is a breeding company that is attempting to apply the latest methods in selective
breeding technologies to its aquaculture operations worldwide. They use markers for
traceability to parental stocks and some selection for trait improvement in salmon and
advertise developments and expertise for markers in several other species. Another
example is AKVAFORSK Genetic Center (http://www.afgc.no/), which has been
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conducting genetic improvement with Atlantic salmon, rainbow trout, Atlantic cod, tur-
bot, sea bass, and several other species. This center has also begun to employ DNA
markers for genetic improvement. SyAqua, a shrimp genetic company, has also been
working in the area of marker discovery with an eventual eye to using such markers for
genetic improvement.

These company activities are in their infancy. Obvious limitations include poorly
developed genetic maps and knowledge of the relationships between the markers and
traits of economic importance. Also considerable investments are required to pro-
ceed with the use of MAS. These limitations have led to strategies like that employed
initially by Sygen International (now Genus, Inc.), parent company of SyAqua, to per-
form marker discovery across many species. It is expected that financial investment
will be the major limiting factor even after university and government scientists
develop good maps and markers.

Conclusion

The developments of modern aquaculture and farm-raised aquatic species have neces-
sitated the use of all currently available means for genetic improvement. Originally this
included only selection and in some cases crossing of strains to produce better prod-
ucts. With the advent of molecular biology and the development of new genetic mark-
ers and genetic maps, scientists began to identify QTL regions and genes associated
with traits of importance to the many aquaculture species. More recently, ESTs and
initial sequencing projects, SNP discovery efforts, and development of linkage and
physical maps have opened new opportunities for aquaculture genetics.

MAS is now beginning to be practiced in the industry. In certain instances, MAS
has a clear advantage for genetic improvement, parentage control, and species identi-
fication. As the value of aquaculture products increase, it is expected that investment
in MAS will also increase. The outcomes from such efforts are likely to be more effi-
ciently grown products and increases in disease resistance due to identification of
DNA markers associated with disease. It is anticipated that more companies will be
employing MAS strategies to improve breeding stock and that its applications in
aquaculture, now in its infancy, will grow rapidly.
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Chapter 13
Construction of Large-insert Bacterial Clone
Libraries and Their Applications

Limei He, Chunguang Du, Yaning Li, Chantel Scheuring,
and Hong-Bin Zhang

Large-insert bacterial clone (LBC) libraries, including bacterial artificial chromosome
(BAC), bacteriophage P1-derived artificial chromosome (PAC), plant-transformation-
competent binary BAC (BIBAC), conventional large-insert plasmid-based bacterial
clone (PBC), and transformation-competent artificial chromosome (TAC), have been
proven to be essential and desirable resources for modern genomics, genetics, and bio-
logical research of all organisms, including plants, animals, and microbes. LBC
libraries have been widely used in many aspects of these studies, including genome
physical mapping, large-scale genome sequencing, chromosome walking for positional
cloning of genes and quantitative trait loci (QTL), genome or chromosome analysis by
BAC microarray-based comparative genomic hybridization, and long-range genome
analysis. In this chapter, we introduce the large-insert DNA library cloning systems
developed to date, the state-of-the-art technologies for megabase-sized DNA isolation
and LBC library construction, and the applications of LBC libraries in the research of
genomics, molecular genetics, and molecular biology.

Large-insert DNA Libraries as Tool for Genomics Research

Genomic DNA libraries are resources essential for all areas of genomics and molecu-
lar biology research; therefore, the technologies of constructing libraries from
genomic DNA of a species have been developed alongside the advances in different
areas of molecular research. To facilitate cloning, maintaining and propagation of a
species DNA of interest in a readily manipulated organism, that is, host (e.g., bacte-
ria, bacteriophage, or yeast), for research purposes, several vector systems have been
developed and used in construction of genomic DNA libraries (Wu et al. 2004b).
These vector systems include plasmids, cosmids, bacteriophages � and P1, yeast artifi-
cial chromosome (YAC), bacteriophage PAC, plant-transformation-competent
BIBAC, and TAC. The lengths of DNA fragments that can be cloned in the vectors
have been increased from several kilobase (kb) pairs to 1,000 kb pairs. The molecular
research has evolved from the characterization of a single gene or a few genes or
genomic loci at most in classical molecular genetics or molecular biology to the char-
acterization of large numbers of genes or all genes at the whole genome level in
genomics.
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Large-insert DNA Libraries

DNA libraries that have average insert sizes of 100 kb or larger (hereafter, defined as
large-insert DNA libraries) have become resources essential for many aspects of
modern genomics and molecular research, and revolutionized the manpower of
manipulating genomes of all organisms (Zhang et al. 1996, Zhang and Wu 2001, Ren
et al. 2005). In comparison with the conventional plasmid- (approximately 10 kb), cos-
mid- (up to 40 kb), or � phage- (up to 40 kb) based DNA cloning systems, large-insert
DNA cloning systems are capable of cloning and stably maintaining DNA fragments
of up to 1,000 kb in host cells. The significantly increased cloning capacity of large-
insert DNA libraries has offered several advantages over the conventional small-
insert DNA libraries. Large-insert libraries reduce the number of clones needed for a
complete DNA library of a genome (see below for definition of a complete DNA
library), thus allowing its individual clones to be arrayed in microplates, bar-coded,
and maintained for further analysis (Zhang et al. 1996). Therefore, large-insert DNA
libraries, for the first time, have become real “libraries,” with each clone having a
unique numbered position or “call number” that is defined by library name, plate
number, row letter, and column number of the clone within a plate, so the research
community could efficiently communicate and share the information about every
individual clone of the libraries. Nevertheless, this is not the case for conventional
small-insert libraries. The conventional small-insert DNA libraries may contain every
clone of interest, but the clones usually have to be stored in bulk due to the large num-
ber of clones needed for a complete library. Because a small-insert library is stored in
bulk, the clones of interest have to be identified and isolated from the library by using
a long iterative library screening procedure. This is time-consuming and makes it dif-
ficult to communicate each clone of the small-insert library in the research commu-
nity. Importantly, the availability of large-insert DNA libraries has enabled many
genomic studies that are difficult or impossible to perform using conventional small-
insert DNA libraries. Examples of these studies include, but are not limited to,
genome physical mapping, large-scale genome sequencing, chromosome walking
for positional cloning of genes and QTLs, genome, or chromosome analysis by
BAC microarray-based comparative genomic hybridization, and long-range genome
analysis.

However, large-insert DNA libraries, when arrayed in microplates, have also
gained several disadvantages relative to conventional small-insert DNA libraries.
First, a large amount of freezer space is needed to maintain and archive large-insert,
arrayed DNA libraries because they are arrayed in microplates, whereas conventional
small-insert DNA libraries are each usually stored in bulk in one or a few microtubes.
Second, large robotic workstations are essential to manipulate large-insert, arrayed
DNA libraries, such as high-density spotting onto nylon membrane for library screen-
ing, library duplication, and library re-arraying, whereas these are unnecessary for
manipulating small-insert, bulked DNA libraries. Third, well-trained, experienced
technicians are needed to maintain, archive, and manipulate large-insert DNA
libraries to prevent the libraries from physical or biological contaminations and acci-
dental loss. These requirements have not only increased the cost of archiving large-
insert DNA libraries, but also make it impractical for every research group to have
such large, expensive robotic workstations. Large-insert DNA library resource
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centers, such as the Texas A&M University GENEfinder Genomic Resources Center
(http://hbz.tamu.edu), are a desirable approach to minimizing the limitations of large-
insert DNA libraries.

Two systems have been developed to construct large-insert DNA libraries accord-
ing to their host organisms. One is yeast artificial chromosome (YAC) (Burke et al.
1987), in which large DNA fragments are cloned in a YAC vector and the YAC
recombinant DNA construct is hosted in a yeast strain. The other is large-insert bac-
terial clone (LBC) (Wu et al. 2004b, Ren et al. 2005), in which large DNA fragments
are cloned in a plasmid-based vector and the LBC recombinant DNA construct is
hosted in a bacterial strain. Based on modifications of plasmid vectors used for library
construction, LBCs are classified into bacterial artificial chromosomes (BAC)
(Shizuya et al. 1992), bacteriophage P1-derived artificial chromosomes (PAC) 
(Ioannou et al. 1994), plant-transformation-competent binary BACs (BIBAC)
(Hamilton et al. 1996), large-insert conventional plasmid-based bacterial clones
(PBC) (Tao and Zhang 1998), and transformation-competent artificial chromosomes
(TAC) (Liu et al. 1999). Based on functions of the cloning vectors, LBCs are further
categorized into generally genomic DNA cloning vectors such as BAC and PAC and
transformation-competent binary vectors such as BIBAC, binary PBC, and TAC.

Yeast Artificial Chromosomes (YAC)

The YAC system was first reported in 1987 (Burke et al. 1987) to construct large-
insert genomic DNA libraries. YACs are linear recombinant DNA molecules, each
having all the elements of a native yeast chromosome, including one centromere and
two telomeres derived from yeast chromosomes (Figure 13.1). YACs are capable of
cloning DNA fragments of up to 1,000 kb. It was due to this feature that YACs had
revolutionized research of large genomes in the late 1980s and early 1990s. YAC
libraries were constructed for a number of species and used in genome physical map-
ping of human (Chumakov et al. 1995), mouse (Nusbaum et al. 1999), rice (Kurata
et al. 1997, Saji et al. 2001), and Arabidopsis (Canilleri et al. 1998, Schmidt et al. 1995,
Zachgo et al. 1996), but their utility was limited due to several of their significant dis-
advantages. The first disadvantage is their high level of chimeric clones, ranging from
10–50% of YACs. A chimeric clone contains an insert that is derived from the ligation
of two or more noncontiguous genomic DNA fragments and thus, tends to mislead
chromosome walking in positional cloning, physical mapping, and genome sequence
assembly when they are used in genome research. The second disadvantage of YACs
is their instability in host cells. This results in loss of library fidelity during storage,
thus reducing the feasibility of their long-term storage and use. The third disadvan-
tage is complicated isolation of YAC DNA, in which yeast spheroplasts are prepared,
embedded in low-melting-point agarose and lysed in the agarose, followed by DNA
purification and fractionation by pulsed-field gel electrophoresis and YAC DNA exci-
sion from the agarose gel. Not only is the YAC DNA isolation procedure tedious, but
the isolated DNA is also easily contaminated with yeast chromosomal DNA, which
limits large-scale use of YAC libraries in research of genomics, genetics, and biology
(Figure 13.1).
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Large-insert Bacterial Clones (LBC)

The difficulties of YAC analysis and its use in genome research promoted the
research of developing user-friendly systems for large-insert DNA library construc-
tion. The LBCs were first reported as BACs in 1992 (Shizuya et al. 1992) to construct
large-insert DNA libraries. LBCs, including BACs, PACs, BIBACs, PBCs, and TACs,
are all plasmid-based, circular DNA constructs (Figure 13.1). LBCs have several
advantages over YACs (Figure 13.1). Up to 300 kb of DNA could be cloned in LBCs
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and stably maintained in the bacterial host cells (Shizuya et al. 1992, Ioannou et al.
1994, Tao and Zhang 1998, Hamilton et al. 1996, Liu et al. 1999). Although these
insert sizes are smaller than those of YACs, they are much larger than those of con-
ventional cosmid and bacteriophage clones, thus being better suited for genome-scale
research (Zhang et al. 1996, Ren et al. 2005). Second, LBCs are stable in the bacterial
host cells (Shizuya et al. 1992, Ioannou et al. 1994, Tao and Zhang 1998, Hamilton
et al. 1996, Liu et al. 1999), which is essential for long-term storage and the use of
their libraries in genomics research. Finally, LBC DNA is easily purified from their
bacterial host cells, which is routinely done by using the conventional plasmid DNA
isolation (alkaline) procedure. This is extremely important for use of the LBC
libraries in genomics research as the DNA of a large number of clones can be quickly
and simultaneously purified and analyzed using a robot. It is because of these advan-
tages of LBCs over YACs that LBCs have now become the system of choice for
construction of large-insert DNA libraries.

It should be pointed out that the terms BAC, PAC, BIBAC, PBC, and TAC have
been commonly used to refer to large-insert clones cloned in bacteria. The term LBC
is used here to represent the clones of BAC, PAC, BIBAC, PBC, or TAC because the
vectors of all of them have the same essential structure, based on either the F plasmid
(BAC, BIBAC, PAC, and TAC) or the P1 plasmid (PBC and TAC), and do not include
any sequences from the bacterial host genome. Furthermore, it was found that con-
ventional plasmid-based vectors such as plasmids and cosmids previously used to con-
struct small-insert DNA libraries for various biological research purposes can stably
clone and maintain up to 300-kb DNA fragments as BACs and PACs (Tao and Zhang
1998). It was also observed that just as with single-copy BAC vectors (Shizuya et al.
1992), plasmid vectors of multiple copies are stable in the Escherichia coli strain
DH10B that is widely used in BAC and PAC library construction. These findings
imply that the conventional plasmid-based vectors, such as plasmids and cosmids,
essentially have the same DNA cloning capacity as BAC, PAC, BIBAC, or TAC, sug-
gesting that many plasmid-based vectors traditionally used for small-insert cloning
could be used directly or after modification as vectors for large-insert LBC library
construction. Since multiple-copy vectors, such as pCLD04541 and pSLJ1711 (Tao
and Zhang 1998), are also capable of stably cloning and maintaining large DNA frag-
ments, use of multiple-copy vectors for LBC library construction will significantly
facilitate large-scale cloned DNA isolation and analysis.

In comparison, the LBC library construction system uses the electroporation tech-
nology (defined as the physical method by Wu et al. 2004b) to transform recombinant
DNA constructs into the E. coli strain DH10B host, whereas the conventional small-
insert plasmid or cosmid library construction system used the CaCl2/heat shock
method (defined as the chemical method by Wu et al. 2004b), or in vitro phage
particle packaging method (defined as the biological method by Wu et al. 2004b) to
transform recombinant DNA constructs. The electroporation technology allows the
introducing of large-insert DNA plasmid and cosmid clones into bacterial host cells
(Shizuya et al. 1992, Tao and Zhang 1998) with an extremely high transformation effi-
ciency compared to the CaCl2/heat shock and in vitro phage particle packaging
methods previously used in the conventional small-insert plasmid or cosmid library
construction. The E. coli strain DH10B and its derivatives can stably maintain and
propagate existing plasmid vectors with large foreign DNA fragments (Tao and
Zhang 1998). All LBC genomic DNA libraries constructed to date are hosted in
DH10B or its derivatives. The key features of this strain include mutations that block
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recombination (recA1), restriction of foreign DNA by endogenous restriction
endonucleases (hsd/RMS), and restriction of DNA containing methylated DNA
(5'-methylcytosine or methyladenine residues, and 5'-hydroxymethylcytosine) (mcrA,
mcrB, mcrC, and mrr). Therefore, the electroporation technology and the E. coli
strain DH10B have contributed to the advent of the LBC cloning technology.

General LBC cloning vectors, such as BAC and PAC, and binary vectors, such as
BIBAC, TAC, and PBC, were developed to meet different research purposes. The gen-
eral LBC cloning vectors can be used only to clone large DNA fragments in bacterial
host cells, whereas the LBC binary vectors not only can be used to clone large DNA frag-
ments, but also can be directly transformed into plant cells via Agrobacterium (Hamilton
et al. 1996, 1999; Liu et al. 1999, 2002; He et al. 2003). In general, BIBACs are more dif-
ficult to construct than BACs and are not well-suited for shotgun sequencing due to their
larger vector size resulting from the addition of a T-DNA cassette for plant transforma-
tion; however, once constructed, BIBACs have the potential to streamline functional
analysis and use of the genomics research results for plant genetic improvement.

Construction of Large-insert Bacterial Clone Libraries

Construction of LBC libraries generally includes the following steps:

• Isolation of high-quality DNA from targeted species
• Preparation of clonable DNA fragments from the source DNA
• Preparation of cloning vectors
• Ligation of the source DNA fragments into a cloning vector
• Transformation of the ligated insert/vector recombinant DNA constructs into

host cells
• Library characterization and assembly

Figure 13.2 shows a general flow chart of construction of an arrayed LBC library
(Ren et al. 2005). This procedure is essentially the same as that used for construction
of conventional small-insert DNA libraries. However, for LBC library construction,
the source DNA must be of high quality (large size and high purity); the DNA frag-
ments to be cloned must be handled with care to prevent them from physical shearing
due to their large size; and the insert/vector recombinants must be transformed into
host cells by electroporation that has been proven to enable transformation of LBCs
into bacterial cells. Because the stability of LBCs is a major concern for LBC library
construction and that host strain has been shown to be a major factor affecting the
stability of LBCs (Tao and Zhang 1998), use of a proper bacterial host strain is crucial
to construction of LBC libraries. As indicated above, all of the LBC libraries devel-
oped to date are hosted in E. coli DH10B or its derivatives.

Most of LBC libraries are constructed for the whole genome of targeted species;
however, the strategies and associated techniques have been developed to construct
an LBC library for a specific genome region (Fu and Dooner 2000). Although whole-
genome LBC libraries are essential for comprehensive research of the targeted
genome, a significant amount of resources and effort are needed to construct and
array the library. This is especially true for species having large genomes. The strategy
of genome region-specific cloning has provided a method of constructing a genomic
region-specific library, thus facilitating the analysis of a particular genomic region.
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Figure 13.2. A general flow chart for construction of an arrayed large-insert bacterial clone
(LBC) library (Ren et al. 2005). There are three cloning sites—Bam HI, Hind III, and Eco RI,
in the pECBAC1 vector (Frijters et al. 1997). In this particular procedure, Hind III is used to
generate clonable DNA fragments.

The insert sizes of LBC libraries are significant for their utility in genome research.
What is the optimal average insert size for genome research? Generally speaking, the
larger the insert sizes of LBC libraries, the better they are suited for genome research.
This is because an increase in the average insert size of a library reduces the number
of clones to be analyzed and results in the construction of a better quality genomic



physical map, and reduces the steps required for chromosome walking of a particular
region. However, using the current techniques it is difficult, if not impossible, to con-
struct a LBC library with an average insert size of 300 kb or larger. Most of the LBC
libraries constructed and used to date have average insert sizes ranging from 100 to
200 kb (http://hbz.tamu.edu or http://hbz7.tamu.edu; http://bacpac.chori.org/; http://
www.genome.arizona.edu/; http://www.genome.clemson.edu/groups/bac/). Zhang
and others (1996) studied the relationships between the average insert sizes of LBC
libraries and the probability of completing a 1,000-kb chromosome walk, and Ren and
others (2005) studied the relationships between the average insert sizes of LBC
libraries and physical map construction. Both showed that an average insert size of
160 kb or larger is desirable for efficient chromosome walking (Zhang et al. 1996) and
genome physical mapping (Ren et al. 2005). The utility of the library for chromosome
walking and genome physical mapping decreases significantly as the average insert
size of a library drops below 160 kb. However, there is relatively little corresponding
increase in the efficiency of the library for chromosome walking or physical mapping
by increasing the average insert size above 160 kb.

Another factor that needs to be considered before constructing a LBC library is
how many clones should be constructed for the library. This depends on the research
purposes for which the library is used. Traditionally, the number of clones needed for
a genomic DNA library is calculated based on the following formula (Clarke and
Carbon 1976) presented by Zhang and others (1996):

N � ln(1 � P)/ln(1 � I/GS)

where N is the number of clones needed for a DNA library, P is the probability of iso-
lating at least one clone from the library using a single-copy sequence, I is the average
insert size of the library, and GS is the haploid genome size of targeted species.
A complete genomic DNA library is defined as the one from which the probability of
isolating at least one clone of interest using a single-copy sequence is greater than
99%. Nevertheless, the most common parameter of describing the number of clones
needed for an LBC library today is haploid genome coverage or equivalents, which is
calculated by dividing the total length of the clones contained in an LBC library by the
haploid genome size of the targeted species. The total length of the clones is the prod-
uct of the average insert size of the library multiplied by the number of clones con-
tained in the library. The relationship between the probability (P) that a given clone is
present in an LBC library and the library genome coverage or equivalents can be esti-
mated by the following formula (Wu et al. 2004b, Ren et al. 2005):

P � 1 � e�n

where n is the genome coverage or equivalents of an LBC library. For general genome
research purposes such as library screening for clones containing a particular gene or
regulatory sequence and positional cloning, an LBC library with 5 � genome cover-
age should be sufficient. A 5 � genome coverage library is equivalent to an LBC
library having a �99% probability of isolating at least one clone using a single-copy
sequence. However, if the library is to be used for whole genome physical mapping,
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approximately 7–10 � genome coverage of clones are needed to construct a quality
LBC-based physical map (Xu et al. 2004, 2005; Ren et al. 2005).

Construction of Whole-genome LBC Libraries

Preparation of High-molecular-weight or Megabase-sized DNA

High-molecular-weight (HMW) or megabase-sized, high-quality (high purity and read-
ily digestible) DNA is essential for quality LBC library construction. DNA fragments
that are at least fourfold as large as the desired library insert size are needed for con-
struction of a genomic DNA library using the enzymatic method (see below). Since
physical shearing is the major problem, megabase-sized DNA must be protected during
isolation. Protoplasts (plants), cells (animals), or nuclei (plants and animals) are iso-
lated and embedded in low-melting-point (LMP) agarose. The cells, nuclei, or proto-
plasts are lysed and DNA purified in the LMP agarose. Although several methods have
been developed to prepare megabase-sized DNA from different species, the nuclei
method developed by Zhang and others (1995) has become the method of choice for
preparation of megabase-sized DNA from different organisms because it is widely
applicable, simple, economical, and user-friendly. This method was developed initially
for preparation of megabase-sized nuclear DNA from plants. Recently, it has been used
for preparation of megabase-sized DNA from animals, insects, and microbes (Xu et al.
2005, H-B Zhang unpublished). Therefore, the nuclei method developed by Zhang and
others (1995) and further modified by Zhang and associates (Zhang 2000, Wu et al.
2004b, Ren et al. 2005) is presented here to prepare high-quality megabase-sized
nuclear DNA from a variety of different organisms, including aquaculture species.

Materials and Reagents

Materials. Plant leaves or whole seedlings, animal and marine animal muscle tissues
or whole blood cells, insect larvae or pupa, or whole microbe cells can be used to iso-
late megabase-sized DNA using the nuclei method (Zhang et al. 1995, Zhang 2000,
Wu et al. 2004b, Ren et al. 2005). The tissues can be fresh or frozen in liquid nitrogen
and stored at �80°C before use. The animal blood or microbe cells should be pelleted
before use or frozen.

Reagents

1. 10 � homogenization buffer (HB) base: 0.1 M Tris base, 0.8 M KCl, 0.1 M EDTA,
10 mM spermidine, and 10 mM spermine. The HB base is adjusted to pH 9.4–9.5
with NaOH and stored at 4°C.

2. 1 � HB: A suitable amount of sucrose is mixed with a suitable volume of 10 � HB
base. The final concentration of sucrose is 0.5 M and HB base is 1 �. The resultant
1 � HB is stored at 4°C.

3. Nuclei isolation buffer: It is prepared just before use by adding Triton X-l00 at
0.5% (v/v) and � mercaptoethanol at 0.15% (v/v) to 1 � HB with thorough mixing.

4. Lysis buffer: 0.5 M EDTA, pH 9.0–9.3, 1% sodium lauryl sarcosine, and 0.3 mil-
ligrams per milliliter (mg/ml) proteinase K. The lysis buffer is made just before use
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by mixing equal volumes of a 1.0 M EDTA, pH 9.0–9.3 stock with a 2% sodium lau-
ryl sarcosine stock, followed by adding proteinase K powder.

Preparation of Intact Nuclei

1. Grind 10–100 g of the fresh or frozen tissues into fine powder in liquid nitrogen
with a mortar and pestle (usually it takes 20–40 minutes). Keep adding liquid nitro-
gen to the mortar to prevent the tissue from thawing during the grinding process.
Immediately transfer the powder into an ice-cold 1,000-ml beaker containing the
nuclei isolation buffer at a ratio of 10-ml/g tissue.

2. Gently swirl the contents with a magnetic stir bar for approximately 10 minutes on
ice until the tissue powder has thawed in the nuclei isolation buffer. Filter into ice-
cold 250-ml centrifuge bottles through two layers of cheesecloth and one layer of
Miracloth (Calbiochem, USA) by gently squeezing with gloved hands.

3. Pellet the homogenate by centrifugation with a fixed-angle rotor at 2,000 g at 4°C
for 20 minutes.

4. Discard the supernatant and add approximately 1 ml of ice-cold nuclei isolation
buffer to each bottle.

5. Gently resuspend the pellet with assistance of a child’s paintbrush that has been
presoaked in ice-cold nuclei isolation buffer. Combine the resuspended nuclei
from all bottles into a 40-ml centrifuge tube and fill the tube with ice-cold nuclei
isolation buffer.

6. Pellet the nuclei by centrifugation at 2,000 g, 4°C for 15 minutes in a swinging
bucket centrifuge or fixed-angle rotor.

7. Wash the pellet one to three additional times by resuspension in ice-cold nuclei iso-
lation buffer using a presoaked paintbrush, followed by centrifugation at 2,000 g,
4°C for 15 minutes.
Note: This step is necessary to minimize the contamination of cytoplast organelles
and metabolic substances in the nuclei. It is especially needed in cases in which
polyphenolic substances or polysaccharides are abundant in the tissues (Zhao et al.
1994, Hess 2005).

8. After the final wash, resuspend the pelleted nuclei in a small amount (about 1 ml) of
ice-cold 1 � HB, count the nuclei, if possible, under a phase contrast microscope, bring
to a proper concentration of nuclei/ml with addition of the 1 � HB, and store on ice.
Note: Alternatively, the concentration of nuclei can be estimated empirically.
A concentration of nuclei that is just transparent under light is estimated to be 5–10
� 107 nuclei/ml. The proper concentration of nuclei varies, depending on the
genome sizes of the species. In general, 5–10 �g DNA/100-�l plug are suitable for
LBC library construction.

Embedding the Nuclei in Low-Melting-Point (LMP) Agarose Plugs

1. Prepare a proper volume (as needed) of 1% LMP agarose in 1 � HB, and maintain
in a 45°C water bath before use.

2. Prewarm the nuclei suspension to 45°C in a water bath (about 5 minutes), add an
equal volume of the prewarmed (45°C) 1% LMP agarose to the prewarmed nuclei
suspension and mix gently but thoroughly.

3. Aliquot the mixture into ice-cold 100-�l plug molds (BioRad, USA) on ice with a
cut-off pipette tip. When the agarose is completely solidified, transfer the plugs
into 5–10 volumes of lysis buffer.
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Nuclei Lysis and DNA Purification

1. Incubate the agarose plugs in the lysis buffer for 24–48 hours at 50°C with gentle
rotation in a hybridization oven.

2. Incubate the plugs once in 10–20 volumes of ice-cold TE (10 mM Tris-HCl, pH 8.0,
1 mM EDTA pH 8.0) and then three times in 10–20 volumes of ice-cold TE plus
0.1 mM phenylmethyl sulfonyl fluoride (PMSF) on ice, for 1 hour each incubation
to remove contaminants.
Note: PMSF is highly toxic and should be handled in a fume hood.

3. Further wash the plugs by incubating three times in 10–20 volumes of ice-cold TE
on ice, 1 hour for each incubation.

4. Store the plugs in TE at 4°C before use. At this stage the plugs can be stored for
several months without significant degradation.

Preparation of LBC Cloning Vectors

A number of vectors have been developed for construction of LBC libraries including
BAC, BIBAC, TAC, and PBC vectors that have been widely used in LBC library con-
struction. Furthermore, since conventional plasmid-based vectors, as demonstrated
by Tao and Zhang (1998), could be used as vectors for LBC library construction, other
vectors can be used for LBC library construction according to research needs.

Preparation of cloning vectors is critical for LBC library construction. The vector to
be used for LBC library construction must be very pure, completely digested (but not
overdigested), and completely dephosphorylated (�95% recombinant clones in a liga-
tion test). Several methods can be used to purify vector DNA and dephosphorylate
digested vectors. Introduced here is the procedure that has been routinely used in the
laboratory of H-B Zhang at Texas A&M University to prepare different cloning vectors,
including pBeloBAC11 (Kim et al. 1996), pECBAC1 (Frijter et al. 1997), pCLD04541
(Jones et al. 1992, Tao and Zhang 1998), pSLJ1711 (Jones et al. 1992, Tao and Zhang
1998), BIBAC2 (Hamilton et al. 1996), pYLTAC7 (Liu et al. 1999), and pBACe3.6
(Frengen et al. 1999). Using the vectors prepared by this procedure, numerous plant,
animal, insect, and microbe LBC libraries have been successfully generated (see
http://hbz.tamu.edu).

Vector DNA Isolation and Purification

1. Streak the stock cells of a cloning vector on a Luria Broth (LB) agar plate plus
appropriate antibiotics and grow at 37°C overnight to obtain single colonies. For
the vector cells with blue and white (LacZ) selection such as pBeloBAC11,
pECBAC1, pCLD04541, and pSLJ1171, use the LB agar plate containing
appropriate antibiotics, 60 �g/ml 5-bromo-4-chloro-3-indolyl-beta-D-galactoside
(X-gal) and 14 �g/ml IPTG (isopropylthiogalactoside). For the vector cells with
SacB selection such as BIBAC2 and pBACe3.6, use the LB agar plate containing
appropriate antibiotics and 5% (w/v) sucrose.

2. Select a single blue colony (LacZ) or a growing colony (SacB) and inoculate
into 1,500 ml LB or Terrific Broth (TB) liquid medium containing appropriate
antibiotics. Alternatively, directly inoculate 5 �l of a single colony freezer glycerol
stock into the 1,500 ml medium. Grow overnight (18–20 hours) at 37°C, 250 rpm.
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3. Harvest the culture cells in 250-ml centrifuge bottles and centrifuge at 9,820 g,
4°C for 10 minutes.

4. Discard the supernatant, and completely resuspend the bacterial cell pellet in
each bottle (from 200-ml culture) in 10 ml of Solution I (50 mM glucose, 10 mM
EDTA, pH 8.0, 25 mM Tris-HCl, pH 8.0) and incubate on ice for 10 minutes.

5. Slowly add 20 ml of freshly prepared Solution II (0.2 N NaOH, 1% sodium dode-
cyl sulfate [SDS]) per bottle, while the bottle is being gently shaken on ice. The
solution should become clear and viscous immediately. Incubate on ice for 5–10
minutes.

6. Add 15 ml of ice-cold Solution III (5 M KOAc, pH 4.8–5.3). Gently invert and
swirl to mix the contents. A white precipitate should form immediately. Incubate
on ice for 5–10 minutes. The precipitate that forms at 0°C consists of chromoso-
mal DNA, high-molecular-weight RNA, and potassium/SDS/protein/membrane
complexes.

7. Centrifuge the bacterial lysate at 3,840 g, 4°C for 10 minutes, and filter the super-
natants in all bottles through four layers of cheesecloth into a clean flask to collect
any of the precipitate.

8. Transfer the supernatant into fresh centrifuge bottles, add 0.6 volume of iso-
propanol, mix well, and incubate at room temperature for 10 minutes.

9. Recover the DNA by centrifugation at 15,300 g at room temperature for 10 minutes.
10. Decant the supernatant carefully, and invert the open bottle to allow the last

drops of supernatant to drain away. Carefully rinse the pellet and the wall of the
bottle with 70% ethanol at room temperature. Drain off the ethanol and place
the inverted, open bottle on paper towels for 15–30 minutes at room temperature
to allow all traces of ethanol to evaporate.

11. Completely dissolve the DNA pellet (actually the DNA and RNA pellet) in 15 ml
of TE. Incubation of the contents at 65°C for 10–20 minutes would be helpful to
dissolve the DNA and RNA pellet in TE.

12. Transfer the DNA solution into a graduated cylinder of known weight, add 10
mg/ml ethidium bromide (EB) stock to the DNA solution at a rate of 0.8 ml EB
per 10 ml DNA solution, and measure the total volume of the DNA/EB solution.
To every ml of DNA/EB solution, add 1.0 g of solid CsCl. Mix the solution gently
until the CsCl salt is completely dissolved.

13. Weigh the DNA/CsCl/EB solution in the cylinder and adjust the density of the
solution to 1.50–1.60 g/ml (usually 1.56 g/ml).

14. If too much furry scum forms, centrifuge the solution at 8,820 g at room tem-
perature for 5 minutes. The furry scum that floats to the top consists of com-
plexes formed between the EB and bacterial proteins. (Usually, this step is
unnecessary.)

15. Transfer the DNA/CsCl/EB solution into ultracentrifugation tubes using a Pas-
teur pipette, balance the tubes (�0.1 g between the paired tubes) and seal or cap.

16. Centrifuge the density gradients at 45,000 rpm for 16 hours (VTi65 rotor), 45,000
rpm for 48 hours (Ti50), 60,000 rpm for 24 hours (Ti65), or 60,000 rpm for
24 hours (Ti70.1) at 20°C.
Note: Two bands of DNA, located in the center of the gradient, should be visible
under long-wave ultraviolet (UV) light. The upper band, which usually contains
less material, consists of linear bacterial chromosomal DNA and nicked circular
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plasmid DNA; and the lower band consists of closed circular plasmid DNA. The
deep-red pellet on the bottom of the tube consists of EB/RNA complexes. There-
fore, the lower band of closed circular plasmid DNA should be collected. Wear a
facemask, gloves, and lab coat to conduct steps 16 and 17. Exposure to UV light is
harmful to skin and eyes.

17. Remove the cap or insert a 21-gauge needle into the top of the tube to allow air to
enter and collect the lower circular plasmid DNA band with an 18-gauge needle.

18. Extract the plasmid DNA solution with an equal volume of H2O-saturated iso-
amyl alcohol for 4–5 times to completely remove the EB in the solution (as indi-
cated by colorless solution).

19. Dilute the DNA/CsCl solution with three to four volumes of double distilled
H2O and precipitate the DNA by adding one volume of isopropanol and incu-
bating at 4°C for 15 minutes, followed by centrifugation at 13,800 g, 4°C for
30 minutes.

20. Discard the supernatant, rinse the DNA pellet in 70% ethanol by centrifugation
at 13,800 g, 4°C for 10 minutes, air dry, dissolve the DNA in 0.5 ml TE, and mea-
sure the concentration of the DNA.
Note: Handle the DNA pellet carefully during the 70% ethanol wash because the
DNA pellet in 70% ethanol is loose and could be easily lost. To minimize this
probability, always centrifuge the tubes at the same orientation as Step 19.

Vector DNA Digestion

1. Set up the digestion of vector DNA as below and incubate at 37°C for 2 hours.

H2O 238 �l
Vector DNA 100 �l (5–10 �g)
10 � Reaction buffer 40 �l
40 mM Spermidine (Spd) 20 �l
10 U/�l Bam HI, Hind III or Eco RI 2 �l

400 �l (13.1)

2. Transfer the reaction onto ice and check a small aliquot of the digestion on a 1%
agarose gel to ensure that the digestion is complete. Do not add gel-loading dye to
the entire sample.

3. Extract the digestion with an equal volume of saturated phenol/chloroform (1:1),
spin at 12,000 g, room temperature for 5 minutes, and transfer the aqueous phase
(top layer) into a new tube.
Note: It is crucial to success to use fresh phenol for this step.

4. Precipitate the DNA by adding 1/10 volume of 3 M NaAc, pH 5.2, and one volume
of isopropanol, and incubating at -80°C for 10 minutes, followed by centrifugation
at 12,000 g for 15 minutes.

5. Discard the supernatant, wash the pellet carefully with 70% ethanol, air dry,
dissolve in 100 �l H2O, and measure the concentration of the DNA by compari-
son with samples of lambda DNA of known concentrations on a 1% agarose gel.
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Dephosphorylation of Linearized Vector DNA

1. Set up the dephosphorylation reaction as below and incubate at 37°C for 30 minutes.

H2O 256 �l
Digested vector DNA 100 (10 �g) �l
10 � CIAP reaction buffer 40 �l
1 U/�l CIAP (Invitrogen, USA)* 3.89 �l

400 �l (13.2)

Note: The amount of calf intestinal alkaline phosphatase (CIAP) used depends on
the size of the vector. For pBeloBAC11 or pECBAC1 (7.5 kb), add 3.89 U CIAP /
10 �g DNA; for BIBAC2 (23.5 kb), add 1.23 U CIAP/10 �g DNA; and for
pCLD04541 (27.6 kb), add 1.0 U/10 �g DNA.

2. Stop the reaction immediately by adding 4 �l 0.5 M EDTA, pH 8.0, 20 �l 10% SDS
and 40 �l 1 mg/ml proteinase K in cold TE to the tube. Incubate at 56°C for
30 minutes.

3. Cool down to room temperature, and extract once with an equal volume of satu-
rated phenol, once with an equal volume of saturated phenol/chloroform/iso-amyl
alcohol (25:24:1) (see above), and then transfer the aqueous phase (top layer) into
a new tube.
Note: It is crucial to success to use fresh phenol for this step.

4. Precipitate the DNA by adding 1/10 volume of 3 M NaAc, pH 7.0, and one volume
of isopropanol, and incubating at -80°C for 10 minutes, followed by centrifugation
at 12,000 g for 15 minutes.

5. Discard the supernatant, wash the pellet carefully with 70% ethanol, air dry, dis-
solve in 200 �l H2O, and measure the concentration of the DNA using lambda
DNA of known concentration on a 1% agarose gel.

6. Adjust the concentration of the DNA to 10 ng/�l for pBeloBAC11 or pECBAC1,
and to 40 ng/�l for BIBAC2 or pCLD04541, aliquot the DNA and store in a �20°C
freezer. The vector DNA in the 20°C freezer is good for cloning for 3–6 months.

7. Optional: Check the dephosphorylation of the vector using the conventional liga-
tion test. When the vector DNA is ligated to digested lambda DNA at a molar rate
of 3 vector:1 digested lambda DNA and transformed into E. coli DH10 cells by
electroporation (see below), the percentage of recombinant (white) clones should
be greater than 95%.

Preparation of Clonable DNA Fragments

Generation of clonable DNA fragments is an essential step for DNA library construc-
tion. Large DNA fragments can be generated by either physical shearing or partial
digestion of megabase-sized DNA with a restriction enzyme that cuts relatively fre-
quently within a genome. However, almost all of the existing YAC and LBC libraries
were developed from the DNA fragments generated by the partial digestion (or enzy-
matic) method whereas only a few of the LBC libraries were constructed by the physi-
cal shearing method (e.g., see http://bacpac.chori.org/). By comparison, the physical
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shearing method is independent of the distribution and frequency of restriction sites
of a particular restriction enzyme. Therefore, the fragments generated with this
method are most randomly distributed in the genome and the library constructed
from such fragments is most representative of the total genome. However, the
sheared DNA fragments have to be repaired by blunting at the fragment ends, and/or
modified by adding restriction site-containing synthetic linkers prior to cloning. For
the best results, these subsequent steps are often performed with naked DNA, which
would damage the large DNA fragments and lead to a low yield of clonable DNA
fragments. Because of this, the partial digestion method has been widely used to frag-
ment megabase DNA for LBC library construction. The major advantage of the enzy-
matic method is that the partially restricted fragments can be directly cloned (i.e., no
further enzymatic modification of the restricted fragment ends is necessary). For LBC
library construction, at least four methods have been used to generate large DNA
fragments:

1. varying the concentration of the restriction enzyme with a fixed digestion time
2. varying the time of digestion with a fixed amount of the restriction enzyme
3. varying the concentration of a restriction enzyme cofactor (e.g., Mg2�) with a fixed

amount of the enzyme
4. varying the ratio of the restriction enzyme to the corresponding methylase

It would be worth noting that because the restriction sites of a particular enzyme
are often distributed along the genome unevenly, the distribution of the resultant
library clones along the genome are often biased and thus, the representation of the
library is often lower, even though the clones of the same genome coverage are in
the library as those constructed with the physical shearing method. To minimize the
problem associated with the enzymatic method, two or more separate enzymes are
recommended for construction of complementary LBC libraries.

Here, we will generate the clonable DNA fragments by varying the concentration
of the restriction enzyme with a fixed digestion time because it is the one that has
been widely used in LBC library construction. Since it is unknown how much of the
restriction enzyme is used to generate the optimum number of clonable DNA frag-
ments with desirable sizes, a set of pilot digestions is often needed to determine the
optimal amount of restriction enzyme before large-scale partial digestion is carried
out for LBC library construction.

Determination of Optimal Partial Digestion Condition

1. Cut three 100-�l DNA LMP agarose plugs into 27 slices of approximately equal
size using a microscope glass slide cover, with nine slices/100-�l plug, and transfer
them into a 50-ml Falcon tube.

2. Add 8,730 �l of the incubation buffer to the 50-ml Falcon tube (for nine reac-
tions) and incubate on ice for 30 minutes.

Incubation Buffer (For 9 reactions)
H2O 867 � 9 � 2 � 15,606 �l
10 � enzyme buffer 100 � 9 � 2 � 1,800 �l
1 M spermidine 2 � 9 � 2 � 36 �l
1 M DTT 1 � 9 � 2 � 18 �l (13.3)
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3. After the first 30-minute incubation, remove the incubation buffer from the
Falcon tube, add the remaining 8,730 �l to the tube, and incubate on ice for
another 30 minutes.

4. Transfer the plug slices into nine 1.5-ml microtubes, three slices per tube, add 170
�l of the digestion buffer per tube, and incubate on ice for 10 minutes.

Digestion Buffer (For 10 reactions)
H2O 137 � 10 � 1,370 �l
10 � enzyme buffer 17 � 10 � 170 �l
1 M spermidine 0.34 � 10 � 3.4 �l
1 M DTT 0.17 � 10 � 1.7 �l
10 mg/ml BSA 10 � 10 � 100 �l (13.4)

5. Add the restriction enzyme (Bam HI or Eco RI) to be used for the LBC library
construction in a volume of 2–10 �l per tube to give a series of amounts of 0.0, 0.2,
0.4, 0.8, 1.2, 1.6, 2.0, 2.4, and 4.8 U per reaction (tube).
Note: The enzyme should be diluted with the digestion buffer.

6. Mix the reactions and incubate the tubes on ice for 100 minutes.
7. Transfer the tubes into a 37°C water bath and incubate at 37°C for 8 minutes.
8. Stop the reaction by immediately transferring the tubes onto ice and adding 1/10

volume of 0.5 M EDTA, pH 8.0 to each tube.
9. Analyze the partial digestions by pulsed-field gel electrophoresis (Bio-Rad, USA)

under the following conditions: 1% agarose in 0.5 � TBE (5 � stock: 0.45 M Tris
base, 0.45 M boric acid, 10 mM EDTA, pH 8.3), 12.5°C (cooler settings), 80
(pump settings), 120° included angle, 6 V/cm, initial pulse time of 50 seconds and
final pulse time of 50 seconds for 18–24 hours.

10. Stain the gel and photograph. The concentration of the enzyme under which most
of the partially restricted fragments fall in a range from 100–300 kb on the gel is
selected for large-scale partial digestion for LBC library construction.

Large-scale Partial Digestion of Megabase-sized DNA

1. Cut ten 100-�l DNA LMP agarose plugs into 90 slices using a microscope glass
slide cover, with nine slices per 100-�l plug, and transfer them into a 50-ml Falcon
tube.

2. Add 29,100 �l of the incubation buffer made as above to the 50-ml Falcon tube (for
30 reactions) and incubate on ice for 30 minutes.

3. After the first 30-minute incubation, remove the incubation buffer from the Falcon
tube, add another fresh 29,100 �l of the incubation buffer to the tube, and incubate
on ice for another 30 minutes.

4. Transfer the plug slices into thirty 1.5-ml microtubes, three slices per tube, add
170 �l of the digestion buffer made as above per tube, and incubate on ice for
10 minutes.

5. Add the restriction enzyme (Bam HI, Hind III or Eco RI) to be used for the LBC
library construction to each 1.5-ml microtube at the optimal concentration deter-
mined above in a volume of 2–10 �l per tube.

6. Mix the reaction and incubate the tubes on ice for 100 minutes.
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7. Transfer the tubes into a 37°C water bath and incubate at 37°C for 8 minutes.
8. Stop the reactions by immediately transferring the tubes onto ice and adding 1/10

volume of 0.5 M EDTA, pH 8.0 to each tube.

Size Selection for Restricted DNA Fragments Ranging from 100–300 kb

The First Size Selection.

1. Prepare a 1% agarose gel with a sample trough of suitable size for the DNA-
restricted plug slices in 0.5 � TBE and allow the gel to completely solidify. Reserve
2–3 ml of the agarose gel at 60°C for sealing the plugs into the gel.

2. Prechill the gel running buffer (0.5 � TBE) in the electrophoresis chamber.
3. Load the plug slices into the leading edge of the sample trough and also load one

to two lanes with very thin slices of lambda ladder PFG markers (New England
Biolabs, USA) on either side of the sample DNA trough. Seal the DNA samples
and markers by carefully covering them with the molten agarose reserved from
Step 1.

4. Size-select the partial digestion by pulsed-field gel electrophoresis under the fol-
lowing conditions:
• Block 1: 11.5°C (cooler settings), 80 (pump settings), 120° angle, 6 V/cm, initial

pulse time of 90 seconds and final pulse time of 90 seconds for 13 hours.
• Block 2: 11.5°C (cooler settings), 80 (pump settings), 120° included angle, 4 V/cm,

initial pulse time of 5 seconds and final pulse time of 5 seconds for 5 hours.
5. Excise the gel zones containing the lambda ladder markers and the two outer

5-mm edges of the DNA sample trough, stain, and mark the 100–300 kb zone with
a razor blade on each side. During this time, the remaining gel that contains the
DNA sample is maintained at 4°C.

6. Place the stained gel pieces beside the unstained sample region of the gel. Locate
the zone ranging from 100–300 kb on the unstained gel using the marks made on
the above stained gel, excise with a razor blade (usually 1.0 cm wide) and divide the
gel zone into two sections (0.5 cm per section) horizontally: 100–200 kb and
200–300 kb.

7. Electroelute the selected DNA in each gel section (slice) into a length of Spec-
tro/Por 7 (Spectrum Labs, USA) dialysis tubing (cutoff � 14 KD; 1/4 inch in diam-
eter) as follows (DNA electroelution):
a. Cut the dialysis tube into a piece 5–10 cm long, depending on the size of the gel

section to be electroeluted, rinse with ice-cold dd. H2O a few times and then
with ice-cold 0.5 � TBE.

b. Place the gel section containing the size-selected DNA fragments into the tube,
close one end of the tube with a membrane tubing closure (Spectrum Labs,
USA), fill the tube with ice-cold 0.5 � TBE to completely submerge the gel slice
in the buffer (usually 100–300 �l), remove all bubbles in the tube, and close the
other end of the tube.

c. Submerge the dialysis tubing in 0.5 � TBE in the electrophoresis chamber ori-
ented horizontally and electroelute the DNA in the gel section by pulsed-field
gel electrophoresis under the following conditions: 12.5°C (cooler settings), 80
(pump settings), 120° included angle, 6 V/cm, initial pulse time of 35 seconds
and final pulse time of 35 seconds for 4 hours.

Construction of Large-insert Bacterial Clone Libraries 231



d. After electrophoresis, turn the dialysis tube 180° and continue to run the tube
for 1 minute to allow the eluted DNA to be released from the dialysis tube wall.

e. Carefully collect the DNA in the dialysis tube with a cut-off tip into a 1.5-ml
microtube.
Note: This DNA can be directly used for ligation after dialysis against 0.5 � TE
(see below), or go to the second size-selection, as needed.

The Second Size Selection (Optional).
1. Prepare a new 1% agarose gel with sample troughs of suitable sizes for DNA

samples collected from the first size selection in 0.5 � TBE and allow the gel to
completely solidify. Reserve 1–2 ml of the agarose gel at 60°C for later use in gel
loading.

2. Prechill the gel running buffer (0.5 � TBE) in the electrophoresis chamber.
3. Load one to two lanes of thin slices of lambda ladder PFG markers on either side

of the sample and seal in the wells with the molten agarose reserved from Step 1.
4. Submerge the gel in the chilled 0.5 � TBE in the buffer chamber, add 1/10 volume

of the loading dye to the DNA collected from the first size selection, and load in
the gel with a cut-off tip.

5. Run the gel under the following conditions:
• 12.5°C (cooler settings)
• 80 (pump settings)
• 120° included angle, 4 V/cm, initial pulse time of 5 seconds and final pulse time

of 5 seconds for 6–8 hours
6. Excise the gel zones containing the lambda ladder markers and the 2- to 5-mm

edge of the DNA sample troughs, stain, and mark the compressed DNA (�100 kb)
on the gel with a razor blade.

7. Locate the compressed DNA zone on the unstained gel using its corresponding gel
mark as reference, excise with a razor blade and perform the electroelution of the
DNA as the above first size selection. The DNA eluted from the gel slice can be
directly dialyzed in the same dialysis tubing against ice-cold 0.5 � TE.

Ligation of the Size-selected DNA Fragments to the LBC Cloning Vector

1. Dialyze the DNA eluted from the gel slice at least three times in the same tube
against one liter of ice-cold 0.5 � TE on ice, for at least 1 hour each time. (It is
okay to dialyze the DNA overnight, but it is preferable to conduct ligation immedi-
ately after three dialyses.)

2. Carefully collect the DNA sample from the dialysis tube with a cut-off tip into a
1.5-ml microtube.

3. Estimate the concentration of the DNA on a 1% agarose gel using known concen-
trations of lambda DNA as standards.

4. Set up the ligations using the following criteria:
• The molar ratio of vector:DNA � 2–10:1.
• The final insert DNA concentration of the ligation reaction is 1–2 ng/�l.
• The amount of T4 DNA ligase is 1–2 U/50 �l ligation reaction.

Note: Do not mix the reaction with a pipette tip-mix the reaction by gently invert-
ing the tube several times. The vector:insert molar ratio would affect the percent-
age of recombinant clones containing inserts. In general, a smaller vector:insert
ratio results in a higher percentage of recombinant clones.
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5. Spin briefly to collect the reaction on the bottom of the tube, transfer 10 �l of the
ligation reaction mixture into a 0.5-ml tube containing 200–400 ng lambda/Hind III
DNA in a volume of 1–2 �l, mix and spin down. The lambda/Hind III DNA is used
as an indicator of the DNA insert/vector ligation reaction (ligation check).

6. Incubate the ligation reactions along with the ligation check reactions at 16°C for
8–12 hours.

Transformation of the Ligated DNA into E. coli DH10B by Electroporation

Electroporation is a popular technology currently used to deliver vector/insert recom-
binant DNA constructs into library host cells. In electroporation, the cell membrane
is exposed to high-intensity electric field pulses and thus temporarily destabilized in
specific regions of the cell. During this period, the cell is highly permeable to exoge-
nous molecules present in the surrounding media. The DNA molecules are thus
introduced into the host cells.

1. Prepare agar plates containing 25 g LB base, 15 g agar, appropriate antibiotics, 75 �l
200 mg/ml IPTG, and 3 ml 20 mg/ml X-gal per liter.

2. Check the ligation reactions by running the ligation checks on a 1% agarose gel
using the lambda/Hind III DNA as a control. The disappearance of the expected
lambda Hind III bands and the formation of a larger single band of the ligation
check indicate that the corresponding ligation reaction works.

3. Transform the ligated DNA into electrocompetent E. coli Strain DH10B cells
(Invitrogen, USA) by electroporation using the Cell Porator and Voltage Booster
System (BRL Gibco, USA) at the following settings:

Cell Porator Voltage Booster
Voltage: 375 volts Resistance: 4K ohms
Capacitance: 330 �F
Impedance: Low ohms
Charge rate: Fast

4. Collect the cells from the cuvette with a pipette into 0.5–1.0 ml SOC medium (2%
Bacto tryptone, 0.5% Bacto yeast extract, 10 mM NaCl, 2.5 mM KCl, 20 mM
MgSO4/MgCl2, 20 mM glucose, pH 7.0) and incubate at 37°C with shaking at 200
rpm for 1 hour to allow the cells to develop resistance to antibiotics.

5. Plate the cells (0.5–1 ml) on the LB agar plate containing antibiotics, IPTG, and
X-Gal (see Step 1) and incubate at 37°C for 36–48 hours to allow the colony colors
to fully develop.
Note: The colorless (white) clones for LacZ gene vectors are putative recombinants
(LBCs).

LBC DNA Isolation and Analysis

It is essential to isolate DNA from the potential recombinant clones growing on the
agar plates and estimate their insert sizes before they are arrayed into microplates for
LBC library assembly. Generally, at least 100 random clones are analyzed, of which
�95% should have inserts. The insert size of a clone is calculated by adding all insert
fragments of the clone appearing on a pulsed-field gel.
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1. Inoculate a single colony in 5 ml of LB plus suitable antibiotics (for the BACs in
pBeloBAC11 and in pECBAC1, use 12.5 �g/ml chloramphenicol; for the binary
BACs in pCLD04541, use 15 �g/ml tetracycline) and grow at 37°C with shaking at
250 rpm for 16 to 20 hours.

2. Centrifuge the entire overnight culture at 1,500 g in a desktop centrifuge for
10 minutes, pour out the supernatant, resuspend the pellet in the remaining culture
medium (about 0.05–0.1 ml) with a vortex, and transfer into 1.5-ml microtubes.

3. Add 0.2 ml of Solution 1 (50 mM glucose, 10 mM EDTA, pH 8.0, 25 mM Tris.
HCl, pH 8.0) and incubate on ice for 5 minutes.

4. Add 0.4 ml of Solution 2 (0.2 N NaOH, 1% SDS), mix gently, and incubate on ice
for 5 minutes.

5. Add 0.3 ml of Solution 3 (3 M KOAc, pH 4.8–5.3), mix gently, and incubate at 4°C
for 30 minutes.

6. Centrifuge in a microcentrifuge at 12,000 g for 5 minutes to collect the precipitate.
7. Transfer 0.75 ml of the supernatant to a new 1.5-ml microtube, add 0.45 ml iso-

propanol, mix, and centrifuge at 12,000 g in a microcentrifuge for 5 minutes to
pellet DNA.

8. Remove the supernatant and wash the pellet with 70% ethanol by adding 1.0 ml
70% ethanol to each tube, followed by centrifuging at 12,000 g for 2 minutes and
discarding the ethanol supernatant.
Note: Care must be taken when discarding the ethanol supernatant because the
DNA pellet is easily dislodged from the tube wall.

9. Dry the DNA pellet on bench by inverting the tube (15–30 minutes), add 40 �l
TE, and dissolve the DNA. Incubation of the pellet at 65°C for 10 minutes helps
to dissolve the DNA in TE.

10. Take 5–10 �l of the DNA solution, digest with 1–2 U Not I for 1–3 hours at 37°C in
a reaction volume of 40 �l as follows:

H2O 25.8 �l
LBC DNA 8 �l
10 � NotI buffer 4 �l
40 mM spermidine 2 �l
10 units/�l NotI 0.2 �l

40 �l (13.5)

11. Stop the reaction by adding 1/10 volume (4 �l) of 10 � gel loading dye, heat the
digested DNA at 65°C for 10 minutes (optional), and run on an 1% agarose by
pulsed-field gel electrophoresis in 0.5 � TBE under the following conditions:
• 12.5°C (cooler settings)
• initial pulse time of 5 seconds
• final pulse time of 15 seconds
• 120° included angle
• 6V/cm
• 16 hours

12. Stain the gel for 30 minutes, destain for 30 minutes in water, as needed, photo-
graph the gel for your documentation, and estimate both the percentage of clones
having no inserts and the insert size of each clone (Figure 13.1).
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LBC Library Assembly

Once a ligation that yields a suitable number of clones per transformation (at least
100 recombinant DNA clones/transformation are needed in order to assemble a LBC
library from the ligation) and with desirable insert sizes is identified, it is transformed
into the host competent cells (DH10B) on a large scale and plated on a proper selec-
tive medium as described above. The recombinant clones on the plates are used to
assemble the targeted, arrayed LBC library.

1. Array the clones with desirable insert sizes in 384-well microplates, with each well
containing 50 �l of the freezing medium plus appropriate antibiotics (see below).
10 � Freezer buffer (for cell storage): 100 ml
Ingredient Amount Final Concentration
K2HPO4 6.27 g 360 mM
KH2PO4 1.80 g 132 mM
Na citrate 0.50 g 17 mM
MgSO4 7H2O 0.10 g 4 mM
(NH4)2SO4 0.90 g 68 mM
Glycerol 44 ml 44% (v/v)
H2O to 100 ml
Adjustment: Sterilize the buffer by autoclaving and store at room temperature.
(It is normal if precipitation occurs during storage.)
Cell freezer storage medium: 100 ml
Ingredient Amount
LB broth 90 ml
10 � freezer buffer 10 ml
Adjustment: Add appropriate antibiotics to the medium before use.

2. Grow at 37°C overnight until the medium in the wells becomes turbid and store the
clones at �80°C. The clones can be maintained in the medium at �80°C for 5 or
more years without significant problems. To prevent the library from contamina-
tion and accident loss, duplicate the library into three copies, one being used as a
working copy, one as a master copy, and one as a backup copy.

Construction of LBC Libraries Containing Genome Fragments of Interest

Construction of LBC libraries for a particular genomic region of interest is technically
the same as the construction of whole-genome LBC libraries for the steps of prepara-
tion of megabase-size DNA from targeted species, preparation of cloning vectors, liga-
tion of the source DNA fragments into a cloning vector, transformation of the ligated
insert/vector recombinant DNA constructs into host cells, and library assembly. The
major difference between the two is the preparation of clonable DNA fragments from
the targeted genomic region for genomic region-specific or enriched library construc-
tion. Moreover, a specifically designed vector containing a cloning site of a rare cutting
enzyme, such as pNOBAC 1(Not I) and pCLD04541 (Sst I, although Sst I is a 6-bp cut-
ter, it was found to be rare in certain genomes), is needed to construct a LBC library
for a particular region of a genome. Therefore, here we only provide the procedure of
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preparing clonable DNA fragments spanning the genomic region of interest (Fu and
Dooner 2000). This includes two steps: physical mapping of the genomic region of
interest and preparation of clonable DNA fragments spanning the region.

Physical Mapping of a Genomic Region of Interest

1. Cut 1–4 100-�l DNA LMP agarose plugs into slices of approximately equal size
using a microscope glass slide cover, with nine slices per 100-�l plug, and transfer
them into a 50-ml Falcon tube.

2. Add the incubation buffer made as above (Determination of Optimal Partial
Digestion Condition) to the 50-ml Falcon tube at 970 �l per reaction and incu-
bate on ice for 30 minutes.

3. After the first 30-minute incubation, remove the incubation buffer from the
Falcon tube, add the same amount of fresh incubation buffer as Step 2 to the tube,
and incubate on ice for another 30 minutes.

4. Transfer the plug slices into 1.5-ml microtubes, three slices per tube, add 170 �l of
the digestion buffer made as above (Determination of Optimal Partial Digestion
Condition) per tube, and incubate on ice for 10 minutes.

5. Add a rare-cutting restriction enzyme, such as Not I or Sst I (depending on the
availability of cloning vectors), to each 1.5-ml microtube, in a volume of 2–10 �l
per tube.

6. Mix the reaction and incubate the tubes on ice for 100 minutes.
7. Transfer the tubes into a 37°C water bath and incubate at 37°C for 3 hours to

allow the DNA to be digested completely.
8. Stop the reactions by transferring the tubes onto ice and adding 1/10 volume of

0.5 M EDTA, pH 8.0 to each tube. Keep the reactions on ice before use.
9. Prepare a 1% agarose gel in 0.5 � TBE and allow the gel to completely solidify.

Reserve 3–5 ml of the molten agarose at 60°C for later gel loading.
10. Prechill the gel running buffer (0.5 � TBE) in the electrophoresis chamber.
11. Load the completely digested DNA slices, along with lambda ladder PFG mark-

ers, into the gel, seal with the 60°C-reserved 1% agarose, and run the gel under
the following conditions:
• 12.5°C (cooler settings)
• 80 (pump settings)
• 120° included angle
• 6 V/cm
• initial pulse time of 0.1 seconds
• final pulse time of 40 seconds for 18–24 hours

12. Stain the gel with ethidium bromide and photograph.
13. Nick the large DNA fragments in the gel either with 60 mJoules of UV light (254

nm) using the GS Gene Linker (BioRad, USA), or by treating the gel with 0.2 N
HCl for 10 minutes, followed by washing in 2 � SSC (20 �: 3 M NaCl, 3.3 M Na
citrate, pH 7.0) for 5 minutes.

14. Southern blot the DNA from the gel onto Hybond-N� (Amersham, USA) mem-
brane with 1 liter of 1.5 M NaCl, 0.4 N NaOH for 48 hours.

15. Wash the membrane in 2 � SSC for 10 minutes with gentle shaking. The mem-
brane can be immediately used for Southern blot hybridization, or wrapped with
plastic wrap and stored at 4°C for later use.
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16. Probe the pulsed-field gel Southern blot with DNA marker(s) specific for the
genomic region of interest just as with a conventional Southern blot hybridiza-
tion. To show the lambda ladder markers on the blot autoradiograph, a small
amount of lambda DNA (0.5–2.0 ng) could be added to the probe DNA before
labeling. The size of the DNA fragment spanning the genomic region of interest
could be determined by the Southern analysis.

Preparation of Clonable DNA Fragments for Construction of a Genomic
Region-specific LBC Library

1. Completely digest the megabase-size DNA of the targeted species on a larger scale
(approximately five to ten 100-�l plugs) as described above (Physical Mapping of a
Genomic Region of Interest) with the selected enzyme that generates DNA frag-
ments having a size (�300 kb) suitable for LBC cloning and spanning the genomic
region of interest.

2. Analyze the digested DNA on a 1% agarose gel by pulsed-field gel electrophoresis
as described above (Physical Mapping of a Genomic Region of Interest).

3. Excise the gel zone containing the lambda ladder PFG markers and the outer 2–5
mm edges of the DNA sample trough, stain, and mark the zone containing the
DNA fragments of interest with a razor blade. The remaining unstained portion of
the gel is maintained at 4°C.

4. Locate the gel zone of desired range on the unstained portion of the gel using the
stained gel mark as a reference and excise the gel zone of interest with a razor
blade.

5. Elute the DNA fragments from the agarose zone by pulsed-field gel electrophore-
sis, dialyze in the same tube against ice-cold 0.5 � TE, and collect the DNA in the
dialysis tube with a cut-off tip into a 1.5-ml microtube as described above (Whole-
genome LBC Library Construction).
Note: As in the procedure of the Whole-genome LBC Library Construction, the
DNA selected can be ligated into a cloning vector containing the cloning site of
the enzyme (for instance, in the case of Not I, use pNOBAC 1) and transformed
into the E. coli DH10B cells. The transformed cells are plated on the selective
medium, and the resulting recombinant clones are analyzed by pulsed-field gel
electrophoresis.

Currently Existing LBC Libraries

Since the LBC system was first reported (Shizuya et al. 1992), at least 500 arrayed LBC
libraries have been constructed from a variety of species and genotypes of different
organisms, including human, animals, plants, fishes, insects, and microbes, for various
research requirements. Most of the libraries are available to the public at http://
hbz.tamu.edu or http://hbz7.tamu.edu, http://bacpac.chori.org/, http://www.genome.
arizona.edu/, and http://www.genome.clemson.edu/groups/bac/. Of these LBC libraries,
a couple of dozen were constructed from fishes, including channel catfish (Icalurus
punctatus), Atlantic salmon, chinook salmon (Oncorhynchus tshawytscha), fresh
water stickleback, three-spined stickleback (Gasterosteus aculeatus), stickleback fish
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(Gasterosteus aculeatus), zebrafish, yellowbelly rockcod (Notothenia coriiceps), sword-
tail fish (Xiphophorus helleri), Antarctic icefish (Chaenocephaus aceratus), platyfish
(Xiphophorus maculatus), lamprey (Petromyzon marinus), Pacific oyster (Crassostrea
gigas), and eastern oyster and shark (Ginglymostoma cirratum). These libraries have
provided useful resources for different areas of genomics, molecular genetics, and
molecular biology research.

Applications of LBC Libraries in Genomics and Molecular Research

LBC libraries have been widely used in many aspects of genomics, genetics, and bio-
logical research. Several examples are listed below to demonstrate the utility of LBC
libraries in genomics and molecular research.

Positional or Map-based Cloning of Genes and QTLs

Positional or map-based cloning is a unique approach to cloning genes or QTLs of
interest known only by phenotype. Targeted genes or QTLs are first genetically
mapped and fine mapped with DNA markers, and then approached by the process of
chromosome walking from the flanking markers using a LBC library. The LBC library
is screened with the flanking DNA markers, positive clones are identified, an overlap-
ping clone contig is constructed from the positive clones, and the contig end that is
closer to the targeted gene or QTL is isolated and used as a probe to continue screen-
ing the library until a LBC spanning the gene or QTL is isolated. This process is called
chromosome walking. It is apparent that the insert size of the LBC library is of signif-
icance to success of the chromosome walk; when a larger-insert DNA library is used,
fewer steps, with a higher probability, are needed to complete the chromosome walk
(Zhang et al. 1996). Using this approach, a number of genes and QTLs have been
cloned. Readers are referred to the following works for good examples: Patocchi and
others (1999), Deng and others (2001), El-Din El-Assal and others (2001), Takahashi
and others (2001), and Yan and others (2004).

Physical Mapping

Genome physical mapping with LBCs allows the reconstruction of chromosomes or
genomes from LBC libraries in the physical order of the clones derived from the chro-
mosomes or genomes. To this end, the LBC fingerprinting and contig assembly has
emerged as the method of choice for construction of physical maps from LBCs (Wu
et al. 2005). LBC DNA is isolated, digested and/or end-labeled, and fractionated on
solid matrices, including agarose gels (Marra et al. 1997), polyacrylamide gels for
manual (Zhang and Wing 1997) or automated (Gregory et al. 1997; Ding et al. 1999,
2001) sequencers, and capillary arrays for capillary sequencers (Xu et al. 2004). The
physical map of the genome is assembled from the LBC fingerprints using the
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computer software FingerPrint Contig (FPC) (Sulston et al. 1988; Soderlund et al.
1997, 2000) according to the clone fingerprint similarities. See Chapter 14. Whole-
genome BAC and/or BIBAC-based physical maps have been constructed from a num-
ber of species, including Arabidopsis (Marra et al. 1999, Chang et al. 2001), Drosophila
(Hoskins et al. 2000), human (International Human Genome Mapping Consortium
2001), rice (Tao et al. 2001, Chen et al. 2002), chicken (Ren et al. 2003, Wallis et al.
2004), soybean (Wu et al. 2004a), Penicillium (Xu et al. 2005), and Phytophthora
(Zhang et al. 2006). These BAC and/or BIBAC-based physical maps have provided a
central platform for many aspects of genome research. A number of BAC-based phys-
ical maps have been constructed with fish including that of Atlantic salmon (Ng et al.
2005), tilapia (Katagiri et al. 2005), and channel catfish (Xu et al. 2007).

Genome Sequencing

LBCs have provided a powerful tool for large-scale genome sequencing. For review,
see Zhang and Wu (2001). Two strategies have been used for genome sequencing
(Zhang and Wu 2001). See Chapter 26, for a review of the clone-by-clone shotgun and
the whole-genome shotgun. In the clone-by-clone shotgun approach, LBCs are first
used to construct a physical map of the targeted genome. The LBCs in the minimal
tiling path of the physical map are selected and used as templates for small-insert
shotgun subclone library construction and sequencing. In the whole-genome shotgun
approach, genomic DNA libraries with different insert sizes, including 1–2 kb, 10–20 kb,
and 100–200 kb, are constructed and used as templates for sequencing from both ends
of each clone. Of these libraries, the 1–2 kb library is for sequence production and
sequence contig assembly, the 10–20 kb library is used to link the sequence contigs
into sequence scaffolds, and the 100–200 kb LBC library is used to link the sequence
contigs into sequence scaffolds and the scaffolds into superscaffolds that are an essen-
tial step for assembly of chromosome-wide sequences. To facilitate the genome
sequence assembly, the LBC library is also used to construct a physical map of the
genome as described above. For instance, the genome sequences of Arabidopsis (Ara-
bidopsis Genome Initiative 2000), Drosophila (Adams et al. 2000), human (Inter-
national Human Genome Sequencing Consortium 2001), chicken (International
Chicken Genome Sequencing Consortium 2004), rice (International Rice Genome
Sequencing Project 2005), and Phytophthora (Tyler et al. 2006) are all generated
and/or assembled based on LBC-based physical maps.

Long-range Genome Comparative Analysis

LBCs have made it possible to comparatively analyze long-range genomic regions of
interest from different species or genotypes, including centromeric regions. LBCs
derived from the genomic regions of different species are isolated from LBC libraries,
sequenced, and comparatively analyzed. For instances, see Chen and others (1997),
Nagaki and others (2004), Wu and others (2004c), and Zhang and others (2004).

Construction of Large-insert Bacterial Clone Libraries 239



Chromosome Imbalance Analysis Using LBC-based Microarrays

LBCs have been used as elements to fabricate genome-wide microarrays for analysis of
chromosome imbalance, including DNA copy number changes, single-copy sequence
deletion/insertion, genomic amplification, and chromosome instability. LBCs in the
minimal tilling path of a physical map are selected, LBC DNA is prepared and printed
on glass slides, and the resultant microarrays are hybridized with genomic DNA iso-
lated from different genotypes by a technique named the Array Comparative Genome
Hybridization (CGH). For examples, see Chung and others (2004) and Ishkanian and
others (2004).

Targeting the Genomic Region of Interest Using User-friendly 
DNA Markers

LBCs have been used to develop DNA markers, such as SSRs (simple sequence
repeats or microsatellites) and SNPs (single nucleotide polymorphism), for fine map-
ping of a particular genomic region or for genome-wide integrative genetic and physi-
cal mapping. LBC libraries are screened with SSR synthetic oligos to identify the LBCs
containing one or more SSR loci, the positive clones are subcloned and rescreened
with the SSR oligos, and the SSR-containing subclones are sequenced and used to
design SSR primers. For instances, see Cregan and others (1999) and Lichtenzveig and
others (2005).

Functional Analysis of Long-range Genomic Sequences

Of the LBCs, BIBACs, binary PBCs, and TACs can be directly transformed into
plants for functional analysis of the cloned DNA fragments in addition to their large
fragment cloning capacity as BACs and PACs. Techniques have been developed to
transform LBCs in several plant species, including tobacco (Hamilton et al. 1996),
tomato (Hamilton et al. 1999), Arabidopsis (Liu et al. 1999), and rice (Liu et al. 2002,
He et al. 2003). The transformation-competent BIBAC, binary PBC, and TAC
libraries not only streamline the positional cloning of genes and QTLs, but also facili-
tate the genetic engineering of individual genes and QTLs, multiple genes and/or
QTLs, and gene clusters for genetic improvement and functional analysis of long-
range genomic sequences.

The LBC or megabase recombinant DNA technology represents one of the major
technologies resulting from genomics and DNA research in the past decade.
Although a large number of arrayed LBC libraries have been constructed from a vari-
ety of species or genotypes of different organisms to facilitate different research pur-
poses, new LBC libraries will be needed for different species or genotypes, especially
for those of aquaculture and marine species, and economically important microbes.
As arrayed LBC libraries have been resources essential for different aspects of
genomics and DNA research, it is predicted that they will continue to play a signifi-
cant role in advanced genomics research.
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Chapter 14
Bacterial Artificial Chromosome Libraries
and BAC-based Physical Mapping 
of Aquaculture Genomes

William S. Davidson

Introduction

The availability of large-insert genomic libraries is considered an essential resource for
genomic analysis, especially of complex genomes. The construction of libraries using
yeast artificial chromosomes (YAC) allowed the cloning of fragments �500 kilobase
pairs (kb) (Burke et al. 1987, Larin et al. 1991), but it was found that a significant propor-
tion of these fragments were the result of co-cloning noncontiguous DNA fragments
(i.e., chimeric clones). Moreover, YAC clones are often unstable, and it is difficult to
obtain sufficient quantities of pure DNA for analysis by restriction digestion or for the
production of small fragment shotgun libraries that are required for DNA sequencing.
Bacterial artificial chromosome (BAC) (Shizuya et al. 1992, Osoegawa et al. 1998) and
P1-derived artificial chromosome (PAC) (Sternberg et al. 1990, Ioannou et al. 1994)
cloning vectors provide a better alternative for vertebrate genome mapping and sequenc-
ing. Also see Chapter 13. Although these bacterial clones carry smaller inserts compared
to YACs, they are more stable and the recombinant DNA can be isolated using simple
plasmid extraction methods. BAC libraries, and the physical maps that are derived from
them, have become the mainstay for vertebrate genome sequencing projects. But the
BAC clones offer many other opportunities for the genomics community. For example,
they can be used for the isolation of specific genetic markers and probes; they allow
regions of the genome that contain quantitative trait loci (QTL) to be surveyed for candi-
date genes; and they facilitate comparative and evolutionary genomic studies. When a
series of BACs that cover the entire genome has been identified, this enables the produc-
tion of arrays that can be used for comparative genomic hybridization (CGH) analysis to
identify rearrangements in the genomes of individuals and closely related species. In this
chapter, I will focus on how BAC-based physical maps are constructed and how the inte-
gration of physical and linkage maps is achieved. The details for the construction of BAC
libraries were described in Chapter 13, so here I will only provide a brief discussion as it
pertains to the issues related to physical mapping and genome analysis.

Preparation of BAC Libraries

BAC Cloning Vectors

DNA cloned into plasmid vectors based on medium to high copy number replicons is
often deleted or becomes rearranged, particularly if the DNA comes from eukaryotic
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organisms whose genomes contain families of repetitive sequences. Therefore, to
facilitate the construction of large-insert libraries from complex eukaryotic genomes
BAC vectors were developed that would be present as a single copy per cell (Shizuya
et al. 1992). This is achieved by incorporating the F factor that encodes four genes
(oriS, repE, parA, and parB) that regulate its replication and control its copy number.
The oriS and repE genes mediate the unidirectional replication of the F factor while
parA and parB maintain copy number at a level of one to two per E. coli genome. The
cloning site is usually flanked by T7 and Sp6 promoters that can be used to generate
BAC-end sequences, and rare-cutting restriction enzyme sites (e.g., NotI) that allow
the insert DNA to be excised intact or in a few very large fragments. A gene confer-
ring drug resistance (e.g., to chloramphenicol or ampicillin) is present in the BAC
vector to permit selection for transformants. In order to be able to use positive selec-
tion for the presence of recombinant clones, a SacBII gene that has a “pUClink”
stuffer fragment between its promoter and the coding region has been introduced into
vectors such as pBACe3.6 and the pTARBAC series (Frengen et al. 1999, Osoegawa
et al. 2004). This stuffer fragment is removed prior to ligating in the desired genomic
DNA. A cloning vector that self-ligates produces an active SacBII, and the gene prod-
uct, levansucrase, converts saccharose to levan, which is toxic to the host E. coli,
whereas in hybrid recombinant clones the insert will keep SacBII in an inactive state.
Other BAC cloning vectors (e.g., pKS145) make use of blue/white colony selection
through inactivation of the beta-galactosidase gene in the recombinants (Fujiyama
et al. 2002). The size of BAC vectors ranges from 7 to 14 kb, so they are small
compared to the DNA inserts of 100 to 220 kb.

Selection of Genomic DNA for Cloning

The quality of a BAC library depends on being able to prepare high molecular weight
DNA. The tissue of choice should yield intact cell suspensions that can be embedded in
agarose plugs. The DNA is prepared in situ by treating the plugs with a detergent and
Proteinase K. The agarose plugs with the embedded DNA is then washed extensively,
and partial digestion with a restriction enzyme is carried out to generate fragments that
are in the range of 200 to 250 kb. The fragments are separated by pulse field gel elec-
trophoresis, recovered, and then ligated into the BAC vector. See Osoegawa and
others (1998) for experimental details.

Although obtaining high molecular weight DNA is essential for a good quality BAC
library, it is equally important to consider the source of the DNA. The cloned DNA
should represent a “typical genome.” DNA that is prepared from vertebrate white
blood cells or other specialized cells, may contain rearrangements (e.g., in immunoglob-
ulin genes), and could cause problems in future studies. Similarly, the amount of genetic
variation in the donor of the DNA should be at a minimum, otherwise it can prove
difficult to assemble contigs from BAC fingerprints. It is relatively easy to obtain DNA
from inbred strains of model organisms or domesticated animals, and making an effort
to do this will pay dividends. For fish species, the production of double haploids is par-
ticularly useful (Parsons and Thorgaard 1985, Corley-Smith et al. 1996), especially if the
clonal line can be maintained and used to produce other genomic resources such as
EST libraries and genomic DNA for whole shotgun library sequencing. Finally, one
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should consider the desirability to have DNA from the heterogametic sex represented
in the library. In the XY sex determination system, for instance, the use of a male as the
source of DNA should provide not only the autosomes, but both the X and Y chromo-
somes though the X and Y are represented at half the amount.

Construction and Arraying of BAC Library

The procedures for constructing BAC libraries have been described in great detail in
Chapter 13 (Osoegawa et al. 1998), and they will not be repeated here. BAC libraries are
maintained in 384 well plates, usually with a master plate from which additional copies
may be produced. In addition, the clones are printed in duplicate on nylon membranes
that can be screened by hybridization with oligonucleotide probes to identify BACs con-
taining sequences of interest. Pools of DNA are sometimes prepared from BAC libraries
so that there are plate pools (representing 384 clones) and row and column pools from
each plate (representing 24 and 16 clones, respectively). More complicated pooling
strategies have also been used (Klein et al. 2000). Although time consuming and rather
laborious to prepare, these pooled DNA samples allow researchers to screen the BAC
library by PCR for genetic markers, and this is an efficient way to join a physical map with
a linkage map.

BAC libraries are available for a variety of aquaculture finfish including Atlantic
salmon (Thorsen et al. 2005), carp (Katagiri et al. 2001), catfish (Quiniou et al. 2003),
Japanese flounder (Katagiri et al. 2000), rainbow trout (Katagiri et al. 2001, Palti et al.
2004), red sea bream (Katagiri et al. 2002), and tilapia (Katagiri et al. 2001).

Characterization of BAC Libraries

Fold of Genome Coverage

It is important to characterize the BAC library with respect to insert size and overall
coverage of the genome. The size distribution of clone insert sizes is determined by
digesting a subset of the BAC clones with a rare-cutting restriction enzyme with sites on
either side of the cloning site (e.g., NotI) and analyzing the digested DNA by pulse field
gel electrophoresis. From the knowledge of the average size of the inserts, the number
of clones in the library, and the size of the genome, it is possible to estimate the fold cov-
erage of the genome that the library represents. It is obvious that the larger the average
insert size, the fewer the clones that are required to give a particular fold genome cover-
age. For example, it requires approximately 17,000 BACs with an average insert size of
180 kb to cover the Atlantic salmon’s genome once (genome size of 3 Mb).

Representation of the Genome

To gain an estimate of how well a BAC library covers the entire genome, it is normal
to screen the library for known genes or genetic markers and to determine how often
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clones containing them occur. Marker content assessment is conducted by screening
the nylon membranes containing the arrayed BACs by hybridization with oligonu-
cleotide probes (Ross et al. 1999). Data production can be accelerated if the probes
are hybridized in sets according to a two-dimensional pooling scheme (Khorasani
et al. 2004). Alternatively, one can use marker-specific primers and polymerase chain
reaction (PCR) analysis of DNA templates from pooled BAC DNA prepared accord-
ing to pooling schemes that reduce the amplification effort (Crooijmans et al. 2000).
Segments of a genome are sometimes not represented in a BAC library. This may be a
function of the enzyme used to create the library or simply unstable sequences that
are recalcitrant to cloning. For this reason it is desirable to prepare multiple BAC
libraries for a species, preferably using the same source of genomic DNA and differ-
ent restriction enzymes.

Construction of Physical Maps

A physical map is an ordered set of DNA fragments that aims to cover the entire
genome. BACs are the preferred building blocks of physical maps, and in today’s con-
text a physical map comprises a set of ordered, overlapping BAC clones. The goal is to
identify the smallest number of BACs required to represent the genome (i.e., the min-
imal tiling path). Sequencing these BACs should provide the basis for whole genome
sequencing. The most frequent approach to constructing a BAC-based physical map
involves DNA fingerprinting. Although several methods have been developed, all are
variations on the theme first used to construct a cosmid-based physical map of the
nematode, C. elegans (Coulson et al. 1986).

Fingerprinting Cosmid Clones

The fingerprinting of C. elegans cosmid clones was achieved by extracting the DNA
using a simple alkaline SDS procedure, digesting it with a six-base pair (bp) recogni-
tion restriction enzyme (HindIII), attaching a radioactive label to the HindIII ends,
digesting the DNA again but this time with a four-bp recognition enzyme (Sau3A1),
and then separating the relatively small fragments by electrophoresis through dena-
turing polyacrylamide gels (Coulson et al. 1986). The banding patterns were visual-
ized by autoradiography, and the sizes of the bands were determined against size
standards. It should be noted that not all fragments produced by the double digest are
observed in this procedure; rather, it is restricted to those with a radioactive tag at a
HindIII site. The digestion of a nematode cosmid clone using a combination of
HindIII and Sau3A1 yielded on average 23 labeled bands.

Fingerprinting Using One Enzyme and Agarose Gels

The procedure devised by Coulson and others (1986) for fingerprinting cosmid clones
can be described as using two restriction enzymes and separation of the fragments by
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polyacrylamide gel electrophoresis. Marra and others (1997) developed a procedure
for the high throughput analysis of BAC clones that uses a single restriction enzyme
and separation by agarose gel electrophoresis. This method has several advantages
over the procedure described above for cosmid clones. First, only one restriction
enzyme (HindIII) is used; second, the procedure does not involve radioactivity; third,
separation of the fragments is carried out using agarose gels rather than polyacry-
lamide gels; and fourth, the detection of the DNA fragments is by SYBR Green stain-
ing, which allows essentially all fragments to be identified. The predictable signal
intensity of the bands as a function of fragment size lends itself to fully automated
band calling (Fuhrmann et al. 2003), and this provides an estimate of the insert size of
the BAC clone based on summing the fragments. The number of detectable bands
produced by the method of Marra and others (1997) for BAC clones is comparable to
that of Coulson and others (1986) for cosmid clones.

Although the single enzyme digestion and agarose gel separation system continues
to be used extensively to construct physical maps for a wide variety of organisms, sev-
eral other methods have been developed that involve more than one restriction
enzyme, differential end-labeling, or partial sequencing of the ends of fragments and
separation of DNA fragments on automated DNA sequencers.

Fingerprinting Using Five Enzymes and Differential End-labeling

Fingerprinting BAC clones with the one enzyme system (Marra et al. 1997) requires
extensive overlap between adjacent clones to assemble contigs with high confidence.
It was reasoned that if more information could be obtained about the fingerprinted
fragments, then it would be possible to identify BACs that have smaller overlaps.
The combination of HindIII and Sau3A1 used by Coulson and others (1986) gener-
ates many small fragments, and should in theory be able to provide the informa-
tion necessary to detect smaller overlaps in BACs. However, the sheer number of
fragments produced when a large BAC clone is digested by this means makes it diffi-
cult to differentiate among the fragments. This problem is overcome using the
SNaPshot labeling kit and sizing the fragments by capillary electrophoresis (Luo
et al. 2003).

In this procedure the BAC DNA is digested with four six-bp recognition enzymes
that each leaves a different 3′ recessed end. This allows each of these restriction cut
sites to be differentially labeled using ddNTPs with different fluorescent dye labels
and AmpliTaq FS polymerase (EcoRI with ddATP; BamHI with ddGTP; XbaI with
ddCTP; and XhoI with ddTTP). HaeIII, which has a four-bp recognition site and
yields blunt ends, is included in the initial digest to give fragments in the range of 50 to
500 bps that are amenable to separation on an automated sequencer. See Figure 2 in
Luo and others (2003).

Fingerprinting Using Two Enzymes and Partial Sequencing

It was reasoned that if the sequences of the ends of small fingerprint fragments were
known, then this would provide even more information on which to base overlaps
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between pairs of BACs (Brenner and Livak 1989). This is the rationale for the five-
color-based high-information-content fingerprinting approach (Ding et al. 2001).

In this system each fragment is characterized by both size and the end terminal
sequence of one to five nucleotides. The BAC DNA is digested with RsaI, a four-bp
recognition enzyme that generates blunt ends, and HgaI, which cuts DNA five bps
away from its recognition site leaving a 5′ overhang consisting of five unknown bases.
The fragments that are generated by this double digest are then subjected to a DNA
sequencing reaction in which the ddNTPs each have a different fluorescent label.
This fills in the 5′ overhang at HgaI ends. The fragments are then separated using
a DNA sequencer. The patterns appear as groups of restriction fragments with each
group being the result of the sequencing reaction. See Figure 2 in Ding and others
(2001).

Comparison of Fingerprinting Methods

The purpose of fingerprinting is to identify clones that overlap so that they can be
grouped into contigs. The effectiveness of this process will depend on the number of
bands shared by a pair of clones, and this in turn will be a function of the total number
of bands generated by the fingerprinting procedure. This latter point is at the heart of
comparing different methods that have been developed for analyzing BAC libraries.
However, it should also be realized that other factors such as cost and throughput
must be taken into account when choosing which fingerprinting approach to use.

The pros and cons of the different fingerprinting procedures have been reviewed
recently, with simulations being made to assist in determining which is the most effec-
tive (Meyers et al. 2004, Xu et al. 2004). The agarose fingerprinting method is widely
used because of its relative simplicity, its low cost, and its proven effectiveness. It is
the only method that detects the vast majority of fragments from a clone. This pro-
vides important information for the incorporation of BAC-end sequence data into
genome sequences, and for verifying the accuracy of sequence assembly. However,
this procedure is probably not the best for producing a high-resolution physical map.

The fluorescence-based fingerprinting methods have technical advantages that
enable them to produce more detectable bands, and it is generally considered that an
increase in band number corresponds to an increase in information content. In gen-
eral, methods that produce a greater number of bands can detect overlaps more effi-
ciently than methods that produce fewer bands (Meyers et al. 2004). Labeling the
fragments with different colors increases the information content, as does having the
partial sequence of a fragment’s end. A simulation carried out by Meyers and others
(2004) revealed that the procedure of Ding and others (2001) gave the largest number
of informative fragments followed by the SNaPshot labeling method (Luo et al. 2003)
and finally the methods of Coulson and others (1986) and Marra and others (1997).

It should be noted that analyzing a BAC library with very large BAC insert sizes is
far more beneficial to the single enzyme, agarose system (Marra et al. 1997) than it is
to the other procedures. A general rule of thumb is that for this procedure to be effec-
tive, the average insert size should be �150,000 bps. Two–thirds of the BACs that
were not incorporated into the Atlantic salmon physical map gave fewer than 16
HindIII fragments, whereas the proportion of BACs that assembled into contigs rose
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dramatically as the number of HindIII fragments increased above 25. See Figure 3 in
Ng and others (2005).

Another variable that should be considered before starting any BAC fingerprinting
is the base composition of the genome to be analyzed. This can influence the choice of
method and enzyme(s) to be used. For example, the procedure of Ding and others
(2001) uses HgaI, which has GACGC as its recognition site sequence. The high G�C
composition of the rice genome and its low CpG suppression compared to the low fre-
quency of CpG in human DNA, enabled this procedure to produce approximately
fivefold more bands from rice BACs than were obtained from human BAC clones
with similar sized inserts (Meyers et al. 2004). Similarly, it is important to avoid
restriction enzymes that have two or more cut sites in highly repetitive elements in the
genome to be mapped.

Assembly of Physical Maps

The first stage in constructing a physical map from fingerprint data is to transform the
fragment sizes and related information into a data set that can be recognized by the
automated physical map assembly software, FingerPrint Contig (FPC) (Soderlund et al.
1997). For fragments separated on agarose gels, this involves using the Image software
(www.sanger.ac.uk/Software/Image, Sulston et al. 1988) and BandLeader (Fuhrmann
et al. 2003), whereas GenoProfiler (wheat.pw.usda.gov/PhysicalMapping) is used to
process the SNaPshot data from ABI genetic analyzers (Luo et al. 2003). There does
not seem to be a convenient method at present to capture the GeneScan data produced
by the method of Ding and others (2001) in a form that can be imported directly
into FPC.

FPC considers fragments to be shared by two BAC clones if they have the same
size within a given tolerance. The probability that two fragments are shared by chance
between clones is calculated as a Sulston cutoff score (Sulston et al. 1988). During the
assembly process in FPC, clones are binned together if they satisfy a user-defined cut-
off value for fingerprint similarity based on the Sulston score. Automated assemblies
are usually performed at high stringency to avoid false inclusions into contigs. These
contigs are then manually edited to identify questionable (Q) clones that likely result
from cross-contaminated wells in the library (i.e., those with insert sizes and/or num-
bers of fragments far in excess of the average for the library), and these are cancelled
in the FPC database.

The final stage in building the physical map requires manual curation. The stringency
of the assembly is relaxed as clones from the ends of contigs are tested to determine if
they might overlap one another and so join contigs. In addition, singleton clones (i.e.,
those not incorporated into contigs) may be incorporated into the map at lower Sulston
scores if there is additional information to support this. For example, the supporting
data may come from genetic markers that have been mapped to these BACs.

Physical gaps result from segments of the genome that are not present in the
BAC libraries. This can be mitigated by increasing the number of genome equivalents
(usually to at least tenfold), and by using libraries constructed using different restric-
tion enzymes. The quality of a physical map can be assessed by determining the num-
ber of BACs that are positive for known, single-locus probes, and also the proportion
of these probes that give at least one positive hit. Ultimately, the test of a physical map
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is if it can be integrated with a high-density linkage map, and colinearity is observed
between the order of markers placed in the contigs of the physical map and on the
linkage map.

Considerations for the Selection of Proper Tolerance and 
Sulston Cutoff Score

Tolerance deals with the flexibilities of size calling of restriction fragments. Due to tech-
nical fluctuations from gel run to run, the same fragment may be determined to have a
different called size leading to the exclusion of the true overlapping fragments. There-
fore, certain tolerance must be given to allow such technical fluctuations. The extent to
which such a tolerance can be given depends on the types of fingerprinting. A tolerance
of several bps up to 10 bp can be given to fingerprints from agarose gels. However, most
fingerprinting techniques based on sequencing gels use a tolerance of 0.4–0.6 bp. Gen-
erally speaking, fingerprinting systems that naturally give more accurate calling of band
size require the use of a low tolerance. However, the choice of tolerance is a dilemma
where low tolerance may lead to true neighboring BAC clones to be excluded from
being binned together in the same contig, while a high tolerance could lead to false con-
tigs involving DNA segments from noncontinuous genomic regions.

Another factor used for contig construction is the Sulston score, which corre-
sponds to the probability that two fingerprints share similar fragment patterns by
chance. The lower the Sulston score, the more confident you can be that the overlap-
ping BAC clones are really overlapping. The use of the stringency of the Sulston score
is also a dilemma. Too low a Sulston score would lead to splitting of true contigs into
multiple contigs or singletons, whereas too high a Sulston score would lead to false
contigs. While a Sulston score of 3 � 10�12 was used for the human genome (3 � 109

bp) for automated assembly using FPC (McPherson et al. 2001), a larger score of 1 �
10�9 was used for the smaller Arabidopsis genome (Marra et al. 1999). The rice
genome was assembled using a Sulston score of 1 � 10�12 (Krzywinski et al. 2004).
The larger the genome, the lower the Sulston score should be used. In multicolor flu-
orescence-labeled fingerprinting, it is possible to use a low Sulston score because the
number of fragments would be quadrupled (for four-enzyme, four-color labeling sys-
tems), and so should the shared fragments.

Integration of Physical and Linkage Maps

Time is well spent producing and verifying a robust physical map because it provides
an invaluable tool for molecular studies on a genome. Although BAC fingerprinting
places BACs into contigs, it neither gives the order of these contigs relative to one
another nor their relationships to the genome as a whole. The utility of the physical
map is greatly enhanced if it can be integrated with other genomic resources such as a
high-density linkage map. Identifying contigs that correspond to genetic map assign-
ments provides access to candidate gene regions for QTL and hence the raw material
for gene-assisted selection protocols.
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Mapping Anchor Loci from Genetic Maps

Microsatellite markers form the basis for most linkage maps because this type of
marker has a high information content. Moreover, microsatellites are routinely used
for QTL mapping, and thus they define regions of the genome that are of interest to
breeders. The oligonucleotide primers used to amplify microsatellite loci often give
amplification products in closely related species. Therefore, these markers can act as
anchor loci for comparisons of genetic maps among species (Danzmann et al. 2005,
Woram et al. 2003). It is desirable to make use of these anchor loci to orient the BAC
contigs with respect to the linkage map. If DNA from the BAC library has been iso-
lated and placed in pools (Crooijmans et al. 2000), PCR can be used with the
microsatellite primers to identify which BAC(s) contain this segment of the genome.
An alternative strategy must be adopted if pooled BAC DNA templates are not avail-
able. One approach is to design oligonucleotides from the flanking sequences of
microsatellite loci and to use them as hybridization probes with the nylon filters that
have DNA from the BAC colonies on them. Although this methodology should work
well for genomes that are relatively devoid of repetitive elements, it has been our
experience that the flanking regions of microsatellites from Atlantic salmon often
contain repetitive sequences that complicate the interpretation of the hybridization
data (Davidson et al. unpublished observations).

Genes and Expressed Sequence Tags (EST) are also excellent anchor loci. The
coding regions are usually highly conserved, and thus they enable genomic compar-
isons over longer evolutionary distances than do microsatellite loci. PCR primers
designed from coding regions can be used to screen pooled BAC DNA templates as
described above. In addition, these amplicons can be used as hybridization probes,
either individually or in combination. For example, Ren and others (2003) were able
to place 361 contigs on to the chicken genetic map by screening BAC filters with
probes in a 6 � 6 � 6 matrix (i.e., 18 hybridizations with 36 probes at a time). This
proved to be a very effective and efficient method for integrating the physical and
linkage maps. A similar approach was used to join the medaka physical map and link-
age maps to produce a resource that will facilitate positional cloning and sequencing
the genome using a clone-by-clone strategy (Khorasani et al. 2004).

Genetic Markers from BACs

An alternative approach to placing markers from a genetic map on to the physical map is
to identify genetic markers in BACs and then to place them on to the genetic map.
Rodriguez and others (2006) have developed a PCR-based screening technique to select
microsatellite-containing subclones from a BAC shotgun library. Although this method
will be valuable for mapping specific BACs and the contigs to which they belong, it does
not lend itself to high throughput, which is a hallmark of genomics. BAC-end sequences
provide a wealth of information that can be used for physical mapping, comparative
genome analysis, and map integration (Xu et al. 2006). Database mining of BAC-end
sequences from catfish has revealed that 17.5% of them contain microsatellites (Xu et al.
2006). A similar proportion is found in BAC-end sequences from Atlantic salmon (Ng
and Davidson, unpublished observations). The BAC-end sequences therefore, provide
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an excellent source of markers that can be placed on the genetic map, and in so doing
they provide a link to the physical map. See Chapter 15. Even in the absence of a
microsatellite in a BAC-end sequence, there is the opportunity to identify a genetic
marker. PCR primers can be designed from the BAC-end sequence and used to screen
the parents of mapping families for single nucleotide polymorphisms (SNP), either by
direct sequencing or by an indirect means such as challenging the amplicon with a suite
of restriction enzymes. It appears likely that BAC-end sequences will become a rich
source of genetic markers, especially for novel aquaculture species that do not have a
tradition of breeding and pedigree analysis.

Integration of Genetic Maps and Karyotypes

There should be a direct correlation between the number of linkage groups in a
genetic map and the number of chromosomes in an organism. However, even when a
sufficiently dense linkage map is achieved, the relationship between the linkage
groups and karyotype is not immediately obvious. BACs can provide a link between
the two. Using fluorescent in situ hybridization (FISH), also discussed in Chapter 17,
with BAC probes containing genes mapped to each linkage group, Phillips and others
(2006a) were able to assign rainbow trout linkage groups to specific chromosomes.
Zebrafish genetic linkage groups have similarly been assigned to chromosomes
(Phillips et al. 2006b). These studies showed that there is a rough correlation between
chromosome size and size of the linkage group based on total recombination fre-
quency. Having sets of BACs that correspond to chromosome arms for a particular
species will prove beneficial for investigating chromosomal evolution in related
species. There are several diverse sex-determining mechanisms in fish. But to date,
only one teleost master sex-determining gene (SEX) has been identified, namely,
DMY in medaka (Matsuda et al. 2002). The search for the chromosomes on which
SEX lies in different fish has been aided by the development of BAC libraries. For
example, the integration of linkage group 1 in Atlantic salmon with the physical map
and subsequent FISH analysis using BACs from selected contigs revealed that SEX is
located on the long arm of a large metacentric chromosome (Artieri et al. 2006). BAC
physical maps have been constructed for the regions surrounding the sex-determining
genes of the platyfish (Froschauer et al. 2002) and the three-spined stickleback
(Peichel et al. 2004). It is expected that BAC libraries will be essential resources for
the identification of the actual genes in these and other species, as well as studying the
evolution of sex-determination (Kondo et al. 2006).

Genome Sequencing and Comparative Genomics

Based on experience gained from assembling the sequences of large complex verte-
brate genomes, it appears that a combination of whole genome shotgun sequencing
and map-assisted sequencing is the most efficient strategy, as described in Chapter 26
(Mouse Genome Sequencing Consortium 2002, Rat Genome Sequencing Consor-
tium 2004, International Chicken Genome Sequencing Consortium 2004). Low cov-
erage sequencing from ordered BACs (the clone-by-clone approach) undoubtedly
improves genome sequence quality. Physical maps and linkage maps provide the
framework for organizing the sequence. In addition, they provide validation of the
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sequence assembly order and supply long-range linking information for closing gaps.
In turn, when the genome sequence has been produced, the integrated physical and
genetic maps become a major resource for the broader research community, provid-
ing it with access to clones with known genomic locations. See for example Wallis and
others (2004). For animal breeders, this gives tools to identify candidate genes for
QTL by positional cloning (Demars et al. 2006).

BAC-end sequences have a dual role in that they provide raw sequence data as well
as anchors to the physical map. These sequences provide a snapshot of the genome,
allowing estimates of the number and types of repetitive elements and their partial
characterization. Data mining of BAC-end sequences for genes allows the anchoring
of BACs, and hence contigs if the BAC library has been fingerprinted, to genomes that
have been sequenced. For example, Xu and others (2006) were able to anchor 1,074
and 773 BACs from 25,195 catfish BAC-end sequences to the genomes of zebrafish
and Tetraodon, respectively. This approach provides a rich source for comparative
genomics. Equally importantly, it enables the testing of the prediction that the loca-
tions of genes that have been identified close to the anchors in the sequenced fish
genomes have retained their syntenic relationships in the genomes of other fish.

Summary and Future Prospects

In this chapter I have introduced the reader to BAC libraries and physical maps, and
in particular, their construction, characterization, importance for whole genome
sequencing and comparative genomics, and their potential as resources for identify-
ing candidate genes for QTL and ultimately markers for gene-assisted breeding pro-
grams. It will be a long time before the genome of every species of interest to
aquaculture has been sequenced. In the meantime, it will be possible to glean infor-
mation from the sequenced genomes of zebrafish and the two pufferfish (Tetraodon
and Takifugu) and others such as medaka and the three-spined stickleback as they
become available, through comparative genomics using BAC libraries. As pointed out
above, BAC-end sequences enable predictions to be made concerning the locations of
genes based on the conservation of synteny. This will likely pay huge dividends over
relatively short regions of the genome. Similarly, hybridization of EST probes from a
species whose genome has been sequenced can be used to identify and anchor BACs
from both closely and quite distantly related species. For example, Romanov and
Dodgson (2006) used this “one sequence, multiple genomes” strategy effectively to
compare the genomes of turkey and zebrafinch with that of the chicken.

If a novel species is being targeted for aquaculture and there are few genetic or
genomic resources available for it, then a first step should surely be the construction of
a BAC library. I would suggest that the two next most important steps follow: (1) fin-
gerprinting the BAC library to construct a physical map, and (2) BAC-end sequencing
to obtain genetic markers in the form of microsatellites by data mining and SNPs by
BAC-end resequencing. Taken together, these resources can be used not only to build
a genetic map but also to integrate it with the physical map. Comparative genomics,
using a sequenced genome from the species most closely related to the novel species
under investigation, will quickly pave the way for advances at the molecular level
including pedigree analysis, searches for QTL, and marker-assisted selection breeding
programs. Furthermore, these resources will form a solid foundation for whole
genome sequencing.
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Chapter 15
Physical Characterization of Genomes
Through BAC End Sequencing

Peng Xu, Shaolin Wang, and Zhanjiang Liu

BAC (bacterial artificial chromosome) libraries are large-insert genomic libraries
suitable for physical mapping, as well as serving as the basis for clone-by-clone whole
genome sequencing. They are important genome resources that can be exploited for
other purposes. Particularly for aquaculture genomics, where whole genome sequenc-
ing is not likely for most of the hundreds of species used in aquaculture, BAC libraries
provide opportunity to gain much genomic information that would be otherwise diffi-
cult to obtain. The construction of BAC libraries and BAC-based fingerprinting for
contig construction are covered in Chapter 13 and Chapter 14, respectively. In this
chapter, we will briefly describe physical characterization of the genome through
BAC-end sequencing analysis, and the value of BAC-end sequences for genome
analysis.

Generation of BAC End Sequences

BAC-end sequences can be generated by direct sequencing of BAC clones using
sequencing primers designed based on the BAC vector sequences at the border of
the genomic insert. Typically, Sp6 and T7 sequencing primers can be used because
these sequencing primer sequences have been incorporated into the BAC vectors.
The sequencing reactions are straightforward using the dideoxy chain termination
sequencing reactions (Sanger’s sequencing method) except that a large number of
cycles is required for cycle sequencing, usually 80–100 cycles (Xu et al. 2006) because
of low copy numbers of BAC DNA.

Although BAC-end sequencing is straightforward, it is important to emphasize
the significance of tracking and quality issues. As long-term genome resources, BAC-
end sequences must be properly tracked with great quality assurances. Resequencing
of a small fraction of the clones is generally recommended. For instance, eight clones
can be resequenced from each 384-plate from positions A1, A2, B1, B2, C1, C2, D1,
and D2, or better off, 16 clones can be sequenced from the diagonal positions of A1,
B2, C3, D4, E5, F6, etc. Quality assessment can be performed using the raw chro-
matogram files directly before any trimming. The raw, untrimmed files can be
processed by Phred software (Ewing and Green 1998, Ewing et al. 1998). Phred qual-
ity score cut off value is usually set at 20 for the acquisition of Q20 values. A Q20
curve can be generated to exhibit the length distribution of sequences that passed the
Q20 threshold.
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Sequence Processing and Routine Bioinformatic Analysis 
of BAC-end Sequences

BAC-end sequences need to be processed and submitted to GSS database of the
GenBank. An example of the routine analysis before sequence submission is shown in
Figure 15.1. The BAC-end sequences need to be trimmed of vector sequences and fil-
tered of bacterial sequences, stored in a local Oracle database after base calling and
quality assessment. We have used the Genome Project Management System, a local lab-
oratory information management system, for large-scale DNA sequencing projects (Liu
et al. 2000). Quality assessment was performed using Phred software (Ewing and Green
1998, Ewing et al. 1998) using Q � 20 as a cutoff. Repeats were masked using Repeat-
Masker software (http://www.repeatmasker.org) before Basic Local Alignment Search
Tool (BLAST) analysis.

BLASTX searches of the repeat masked BES were conducted against Non-
Redundant Protein database. A cut off value of e�5 was used as the significance similar-
ity threshold for the comparison. The BLASTX result was parsed out in a tab-delimited
format. In order to anchor the catfish BES to zebrafish and Tetraodon genomes,
BLASTN searches of the repeat masked catfish BES were conducted against zebrafish
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Figure 15.1. An example of routine informatic analysis of BAC-end sequences (BES) before
their submission to GSS of the GenBank.



and Tetraodon genome sequences. The location and chromosome number of each top
hit were collected from the results and parsed out in tab-delimited format.

Microsatellites and other simple sequence repeats were analyzed by using Repeat-
masker as well as by using Vector NTI Suite 9.0 (Invitrogen, Carlsbad, CA) as we pre-
viously described (Serapion et al. 2004). Microsatfinder (http://www.eusebius.mysteria.
cz/microsatfinder/index.php) is another user-friendly program for the identification of
microsatellites within known sequences.

BAC End Sequences Provide an Unbiased Survey of 
Genomic Sequences

The average insert size of BAC libraries is usually 100–200 kilobase (kb), and such
inserts are usually prepared by partial restriction digest of genomic DNA. Assuming
restriction sites are randomly distributed (which would be expected to be the case
except within repetitive elements, but often proved to be not), then the BAC ends
represent random genomic sequences. For the sake of understanding, we will use the
catfish BAC-end sequencing as an example. Channel catfish have a genome size of
1 � 109 base pairs (bp). One of its BAC libraries, CHORI 212 (http://bacpac.chori.
org/catfish212.htm) has an average insert size of 160 kb, and thus every 6,250 BAC
clones cover one genome. Sequencing 6,250 BAC clones from both ends would effec-
tively generate a sequence tag per 80 kb of the genomic DNA on average. In most
cases, BAC libraries have a multiple fold (at least 6–8 folds) of genome coverage to
assure a near complete coverage of the entire genome. For instance, the channel cat-
fish CHORI 212 BAC library has a 10.6� genome coverage with 72,067 clones.
Sequencing all of the BAC ends from this library would generate one sequence tag
per 8 kb genomic DNA, on average. Every BAC-end sequencing reaction can easily
produce 500–600 bp. Sequencing all of the BAC ends of the CHORI 212 BAC library
should generate 7–8% of 1� genome sequences. With exception of its expense, BAC-
end sequencing can rapidly and effectively produce a reasonably unbiased survey of
the genome of interest. Such a sequence survey should allow estimation of A/T (G/C)
content of the genome, assessment of the repeat structure of the genome, discovery of
the microsatellite markers for linkage mapping, production of genomic resources for
comparative mapping, and virtually mapping genes to BACs.

Assessment of Repeat Structure of the Genome 
from BAC End Sequences

The repeat structure of a genome can be assessed from BAC-end sequences.
Most often, such an assessment can be accomplished by answering the following two
questions:

1. What is the fraction of the genomic sequence survey sharing repeat sequences with
species from which the entire genome sequences are available?

2. What types of species-specific novel repeat sequences exist in the species under
study?
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For the first question, the answer can be derived from analysis of the BAC-end
sequences using RepeatMasker (http://www.repeatmasker.org/), a program for the
masking of repetitive sequences using various repeat libraries. For instance, analysis
using the 11,414,601 bp channel catfish BAC-end sequences resulted in 10.86% masked
using Danio repeat database, and 7.31% masked using Takifugu repeat database. Use of
both Danio and Takifugu repeat databases masked 11.91% (see Chapter 16). This sug-
gested that teleost fishes share a high level of repetitive elements and also that a signifi-
cant fraction of taxa-specific repeats exists. The analysis indicated that a larger pool
of repetitive elements is shared between the genomes of zebrafish and catfish than
between the fugu and catfish genomes. It is also obvious that the catfish and the
zebrafish genomes harbor a larger percentage of repetitive elements than the fugu
genome, an expected result because the fugu genome is much more compact.

Analysis of the catfish BES against the human repeat database suggested the pres-
ence of a significant fraction of similar repetitive elements between teleost fish and
mammals. In addition to the expected simple repeats (2.7%) and low complexity
repeats (1.1%), the RepeatMasker masked 1.08% of the channel catfish BES in the
category of DNA repetitive elements, of which the vast majority (1.06%) were the
MER2 type of repeats.

The identification of novel repetitive elements in the genome can be approached
by bioinformatic analysis of the BAC-end sequences. Several old computer software
packages are available (Devereux et al. 1984, Agarwal and States 1994, Rivals et al.
1997). However, most of the earlier programs have a limit on the maximal sequence
that can be analyzed. For instance, the Repeat Finder of the GCG package (version
7.0) has a maximal sequence limit of 350,000 bp (Kurtz and Schleiermacher 1999).
BLAST (Altschul et al. 1997) and MegaBLAST (Zhang et al. 2000) are quite efficient
in the analysis of sequences, but are also limited by sequence size they can process.
For the identification of novel repeats in the catfish genome, we have used self
BLASTN to detect sequences that share a high level of similarity with other
sequences, an indication of repetitive elements. The cut off e-value was set at e�2, and
the identify threshold was set to 90% with a minimal alignment length of 100 bp. The
BLASTN results were parsed to tab-delimited format to count the redundant queries
and other statistics.

Several recently developed software programs can handle large data sets up to the
size of the human genome for the identification of repeats. These programs include
REPuter (Kurtz and Schleiermacher 1999, Kurtz et al. 2000), MUMmer (Delcher
et al. 1999), and FORRepeats (Lefebvre et al. 2003). The REPuter program (http://
www.genomes.de/) is a powerful program for the analysis of repeats in large data sets.
The search engine REPfind of REPuter uses an efficient and compact implementation
of suffix trees in order to locate exact repeats in linear space and time. These exact
repeats are used as seeds from which significant degenerate repeats are constructed
allowing for mismatches, insertions, and deletions. The user has the option for defin-
ing the parameters of the search including minimum length and maximum number of
errors (sequence divergence). Most often, a minimum length of 20 bp and a 10%
error (90% sequence conservation) should be highly sufficient for the detection of
repetitive sequences. The output is sorted by significance scores (E-values). In addi-
tion to finding degenerate direct repeats, REPfind is capable of detecting degen-
erate palindromic repeats (Kurtz et al. 2001). The FORRepeats is more suitable for
comparison of genomes between species.
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In spite of the fact that BAC-end sequences can be used to effectively esti-
mate repeat structures, there are limitations to using BAC-end sequences for the
characterization of the repeat structure of the genome, usually leading to the under-
estimation of the repeats in the genome. The major problem is its inability to identify
the tandem repeats that had not been cloned into the BAC library. For instance, we
previously described the presence of a major class of tandem repeats named Xba ele-
ments (Liu et al. 1998) that accounted for about 5% of the catfish genome. These ele-
ments were not detected in the BES, because they lack the EcoR I restriction sites
necessary for insertion into BAC clones.

Identification of Microsatellites from BAC-end Sequences

BAC-end sequences are a genome resource that can be used to mine microsatellite
markers. As a matter of fact, they are rich in microsatellites. For instance, during the
analysis of 20,366 BAC-end sequences, it was found that 3,748 BAC-end sequences
(18.4%) contain one or more stretches of microsatellite sequences. Of these, 2,365
(63%) had sufficient flanking sequences on both sides, making them potentially use-
ful as markers for genetic mapping; 403 BES harbor microsatellite sequences at the
immediate beginning of the BES, making them more difficult to be developed as
markers; the remaining 980 clones had microsatellite sequences at the end of BES. It
is obvious that the number of microsatellites at the end of BES was much larger than
the number of microsatellites at the beginning of BES. That is because many sequenc-
ing reactions terminated due to the presence of simple sequence repeats. For this last
category, additional sequencing can be conducted using primers close to the end of
the BES to generate sufficient flanking sequences on both sides. With additional
efforts including generation of sufficient flanking sequences and testing of polymor-
phism, these microsatellites should be useful for genetic linkage mapping and integra-
tion of the catfish linkage maps with the BAC-based physical map. Bioinformatic
mining for microsatellites is perhaps the most productive and economic approach if
the genome resources such as BES exist.

Several Web-based programs are sufficient for the identification of microsatellites
within BAC-end sequences. Microsatfinder (http://www.eusebius.mysteria.cz/micro
satfinder/index.php), Tandem Repeat Finder (Benson 1999, http://tandem.bu.edu/trf/
trf.html), and RepeatFinder (http://www.genet.sickkids.on.ca/�ali/repeatfinder.html)
are all quite user-friendly. MICAS (http://210.212.212.7/MIC/index.html) is another
highly user-friendly, interactive Web-based server to find nonredundant microsatel-
lites in a given nucleotide sequence/genome sequence (Sreenu et al. 2003). The Infor-
max Vector NTI software packages are also very efficient for the identification of
microsatellites within sequences (Serapion et al. 2004), allowing establishment of a
microsatellite database.

BAC-end sequences also allow an overall glance at the types and relative abun-
dance of microsatellites in an organism. For instance, in catfish, the most abundant
microsatellite type is CA/GT. Overall, AT-rich microsatellites are more abundant than
GC-rich microsatellites (Figure 15.2).

The BAC-anchored microsatellites are a valuable resource for integration of
genetic linkage and physical maps (Figure 15.3). Because they are identified through
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BAC-end sequencing, their location on the physical map can be determined by BAC
contig construction. After they are mapped to genetic linkage maps by genotyping
them in a resource family, they allow alignment of the linkage and the physical maps
(Figure 15.3).
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Figure 15.2. Microsatellite types and their relative abundance in the catfish genome as
revealed by informatic analysis of BAC-end sequences.

Figure 15.3. BAC-end sequences are produced from both ends (arrows in opposite directions
on the BAC clones within the contig). After the BAC contigs are constructed, the BAC-end
sequences become sequence tag connectors (shown as black rectangles along the line, bottom)
along the genome as dictated by the distribution of BAC contigs. The microsatellite markers
(micro 101–104) identified from BAC-end sequences allow integration of linkage map (top)
and the BAC-based physical maps (middle).
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Table 15.1. Mapping of genes to BACs through BAC-end sequencing. Listed are a number of
BLASTX hits of genes by BAC-end sequences, excluding redundant hits. E-values, alignment
length range, average alignment length, and percentage of identities are provided as an indica-
tion for the level of similarities.

Alignment Average 
Number length alignment (%)

E-values of hits (amino acid) length (amino acids) Identity

<10�50 58 101–228 167 48–99
10�40–10�50 54 81–207 134 43–97
10�30–10�40 77 66–217 103 40–100
10�20–10�30 253 45–175 75 34–100
10�15–10�20 275 37–199 62 30–100
10�10–10�15 413 30–186 54 31–100
Subtotal 1130 30–228 73 31–100
10�5–10�10 747 19–193 47 23–100
Total 1,877 19–228 63 23–100

BAC-End Sequencing Allows Virtual Mapping of 
Genes to Physical Maps

The entire business of gene mapping deals with the positions of genes on chromo-
somes and in the genome. Genes can be mapped in various ways including genetic
linkage mapping, and mapping of genes to physical maps through hybridization, how-
ever, BAC-end sequencing is probably the most efficient way to map genes to BACs.
After the BAC-based contigs are constructed, the genes located on the BACs are
placed on the physical map.

Genes can be placed on BACs by simple BLASTX searches of BAC-end
sequences. For instance, BLASTX searches of the 20,366 channel catfish BES
resulted in 2,351 BES with significant hits to 1,877 unique genes (E value �e�5),
demonstrating the efficiency. However, gene identification by BLASTX searches is
complicated by the presence of erroneously annotated sequences in the GenBank,
especially in cases when repetitive elements are involved. In addition, it is a challeng-
ing task to set a solid benchmark for significant hits. Because different genes may
have different evolving rates, researchers have to be flexible enough to make a judg-
ment as to what level of E-values is sufficient to putatively identify the sequence. At
times, it is safe to provide the significant hits with their associated E-values, as well as
the alignment length. A short alignment length may indicate only part of an exon is
involved in the BAC end sequences, which even provide more concrete evidence than
alignments with long sequence but scattered identities. For instance, of the 1,877 gene
hits in the catfish example, 1,130 had an e-value smaller than e�10 in BLASTX
searches with average alignment length of 73 amino acids and a range of 31–100%
identity (Table 15.1). Although it is difficult to conclude what level of e-values would
provide a stringent confidence on the putative gene identities of the BES, it is obvious
that the lower the E-values, the more likely the BES are to be related to the putatively
identified genes.



Anchoring BES to Existing Genome Sequences 
for Comparative Genomics

The fundamental basis for comparative genomics is the genomes are conserved in
their gene sequences, as well as in the arrangement of genes and other important
functional domains. The BAC-end sequences, though not continuous, provide a
string of sequences that can be used to compare with genome sequences for the pres-
ence of related sequences arranged in a similar fashion. Such comparisons can be con-
ducted by direct BLAST searches. In the case of fish, the entire genome sequences
exist for zebrafish, fugu, and Tetraodon species. A direct comparison of BAC-end
sequences and the genome sequences of the closely related species should identify
chromosome-anchored conserved sequences within the species of interest. For
instance, searches of the 20,366 catfish BES against D. rerio and T. nigroviridis genome
sequences resulted in 3,251 (16%) and 1,670 (8.2%) significant hits (E value �e�5),
respectively. However, many BES had many hits in different genomic regions of the
zebrafish genome sequence, suggesting that they are repetitive in nature. In order to
obtain unique significant hits that are meaningful as resources for comparative
genome analysis, the significant hits were tabulated in Excel with hit ID, chromosome
information, and beginning and ends of the region of similarity. Repeated hits were
then removed, resulting in 1,074 unique significant hits to the zebrafish genome
sequence. Similar BLAST searches against T. nigroviridis genome resulted in 773
unique significant hits, suggesting that the number of genomic regions containing
evolutionarily conserved sequences was greater between catfish and zebrafish than
between catfish and T. nigroviridis, consistent with their phylogenetic relationships.

In order to understand the nature of the conserved genomic sequence blocks
between catfish and zebrafish or T. nigroviridis, the BES with unique BLASTN signifi-
cant hits were searched against the NR database using BLASTX to assess the number
of genes among the conserved genomic sequences. Of the 1,074 unique significant
hits to the zebrafish genome, 417 (38.8%) had significant BLASTX hits. Similarly,
with Tetraodon, of the 773 unique significant hits, 406 had significant BLASTX hits.
Clearly, of the unique BLASTN hits, the number of significant BLASTX hits was sim-
ilar with the zebrafish and the Tetraodon genomes, suggesting that the vast majority of
genes were conserved among catfish, zebrafish, and Tetraodon. The greater number of
unique BLASTN hits to the zebrafish genome was accounted for, in the most part, by
the nongene genomic sequences, reflecting the close relatedness of the catfish and
zebrafish genomes.

To anchor the catfish BES to the chromosomes of the zebrafish and Tetraodon
genomes, BLASTN and BLASTX search results were tabulated according to chromo-
some locations (Table 15.2). The catfish BES had significant BLASTN hits to every
one of the 25 zebrafish chromosomes with a range of 16–66 hits per chromosome. Of
the unique BLASTN hits, all 25 chromosomes had significant BLASTX hits to the
catfish BES, with 4–30 hits per chromosome. Similar but fewer unique hits were
found with the Tetraodon genome. The notable low number of hits was found with
Tetraodon chromosome 20, with only a single significant hit with BLASTN or
BLASTX. This was mainly because of the low sequence coverage of the Tetraodon
chromosome 20 to date (http://www.genoscope.cns.fr/externe/tetranew/), and per-
haps also because of the small size of chromosome 20.
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Identification of Conserved Syntenies Using BAC-end Sequences

Large-scale BAC-end sequencing is currently the most efficient strategy for building
whole-genome comparatively anchored physical maps in map-poor species (Larkin
et al. 2003). Conservation of genes and their locations can also be approached in a local
genomic environ, allowing identification of conserved syntenies. Assuming genes and
their genomic locations are conserved through evolution, it is reasonable to assume that
any two given genes that are close to each other may have the same arrangement in the
same genomic environ as well as in a closely related species. Based on this notion, BAC-
end sequences are analyzed for the presence of genes on both ends of the same BAC
clone. Given that the average insert size of BAC libraries is 100–200 kb, these genes on
both ends of the same BAC clone are physically linked with a distance of 100–200 kb
apart. This information can be used to determine if the same genes are arranged in the
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Table 15.2. Distribution of unique BES significant BLASTN hits in the Danio rerio and
Tetraodon nigroviridis genomes. The cut-off value was set at 1 � E-05.

Zebrafish Tetraodon

Unique BLASTX hits Unique BLASTX hits 
BLASTN of unique BLASTN of unique 

Chromosome hits BLASTN hits hits BLASTN hits

1 58 22 44 32
2 39 13 55 27
3 58 28 36 19
4 36 14 13 10
5 66 27 23 13
6 40 21 15 4
7 56 22 20 11
8 36 15 20 14
9 59 24 23 12

10 42 16 32 21
11 38 15 21 11
12 37 16 24 16
13 45 16 74 17
14 54 16 14 9
15 31 9 30 25
16 53 18 23 15
17 47 15 16 9
18 28 4 21 14
19 44 20 10 8
20 52 30 1 1
21 34 10 19 14
22 28 11
23 54 20
24 23 7
25 16 8
Undesignated 239 104
Total 1,074 417 773 406



same genomic environ in species with entire genome sequences by BLAST searches. If
the answer is yes, the process identifies a conserved synteny between the two species.
This approach was demonstrated to be very efficient for the identification of conserved
syntenies. For instance, of the 20,366 BES, 17,478 BES were mate pair sequences from
8,739 BAC clones. BLASTX searches indicated that 141 sequenced BACs harbor genes
on both ends. These paired BAC-ends with genes allowed us to compare whether the
same set of genes were located on the similar genomic environs in the zebrafish and
Tetraodon genomes. Of the 141 paired BAC-ends with genes, 43 (30.5%) were located
on the same chromosomes of zebrafish or Tetraodon, of which 23 (16.3%) appeared to
exhibit a high level of conserved synteny. The number of conserved syntenies was
greater between the catfish genome and the zebrafish genome than between the catfish
genome and the Tetraodon genome. Of the 23 conserved syntenies, 21 were present
between the catfish and zebrafish genomes. Additional experiments using comparative
analysis and direct BAC sequencing in catfish revealed that many of the syntenies could
be extended. These encouraging results suggest that comparative mapping, especially
with zebrafish, will be a sound approach for future catfish genomics research. Further-
more, information gained in mapping and gene discovery projects in catfish may help to
explain aspects of zebrafish and teleost genome evolution.

BAC-end Sequences and the Minimal Tiling Path for 
Entire Genome Sequencing

The successful sequencing of the human and mouse genomes stirred up a wave of
excitement in genome biology. Currently, whole genome sequencing has been com-
pleted or is being completed for a number of vertebrate animals including important
agricultural animals such as cattle, porcine, and chicken. Sequencing in fish species,
however, has been limited to several model species such as the zebrafish (Danio rerio),
Takifugu rubripes, Tetraodon nigroviridis, and medaka. As the whole genome sequences
have been crucial for the study of genome expression and function, scientists are now
seriously considering a genome-sequencing project for important aquaculture species.
Large-scale BAC-end sequencing is not only a necessary step as a survey of the genome
in the assessment of genome composition and architecture, but also a required element
for the identification of minimal tiling pass for clone-by-clone based strategy of entire
genome sequencing. See Chapter 26.

Minimal tiling path (MTP) is a set of minimally overlapping BAC clones in the
physical map picked for use in clone-by-clone sequencing of the entire genome. For
most efficient whole genome sequencing, the ideal situation is to have minimally
repeated sequencing and also cover all gaps so that the entire genome sequences can
be assembled (Engler et al. 2003). Three different strategies were used to generate
draft sequences for the human, mouse, and rat genomes, namely, the “clone-
by-clone” for human, the whole genome shotgun (WGS) for mouse, and a hybrid
strategy for rat (Lander et al. 2001, Waterston et al. 2002, Rat Genome Sequencing
Project Consortium 2004). With the clone-by-clone strategy, individual BAC clones
are shotgun-sequenced, the sequence of each BAC clone is generated by assembling
the corresponding sequencing reads, and the sequence of the whole genome is
obtained by merging overlapping BAC clone sequences. To minimize sequencing the
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same genomic region multiple times, a set of minimally overlapping clones covering
the whole genome is determined beforehand, and such a set of BAC clones are called
MTP. BES serving as sequence connectors are essential for the identification of a min-
imum tiling path of BAC clones for whole genome sequencing (Siegel et al. 1999,
Engler et al. 2003, Chen et al. 2004).

Two approaches are available traditionally for the selection of the MTP. The first is a
map-based approach as used by the Caenorhabditis elegans project (Coulson et al. 1986)
and human chromosomes 1, 6, 20, 22, and X (Bentley et al. 2001). Fingerprints of clone
pairs that appear to have a minimum overlap are analyzed in the FPC Gel Image dis-
play. Viewing the gel images of neighboring clones helps identify false-positive and
false-negative bands. With this method, a complete MTP can be picked before any
sequencing is started, so that all clones can be sequenced in parallel. However, the
amount of overlap may be large (e.g., 47.5 kb overlap for the MTP picked by the Inter-
national Human Genome Consortium), because many BAC contigs were constructed
with fingerprinting using restriction enzyme with 6 bp recognition sequences. Clones
need to share multiple bands to have enough evidence of overlap, and on average, one
band is produced every 4,096 bp. In addition, manual selection of one minimally over-
lapping pair is highly labor intensive.

The second approach is based on BAC-end sequences (Venter et al. 1996). In this
approach, a seed clone is picked and completely sequenced. The BAC-end sequences
are queried for hits to the finished sequence. The BAC clones with minimal overlapping
is picked for extending sequencing. The new set of MTP clones is sequenced, and new
clones are picked off the ends of this set based on minimal overlapping with BAC-end
sequences. This process is repeated until the entire region is sequenced (Figure 15.4).
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Figure 15.4. Selection of minimal tiling path (MTP) clones using BAC-end sequences
(arrows). The MTP clones are selected by picking BAC clones with minimal sequence overlap-
ping between their BAC-end sequences (triangle at the end of BAC clones) and the already
sequenced seed clone. After picking the two MTP clones, they are completely sequenced and
aligned to the BAC-end sequences to identify the next set of MTP clones with minimal overlap
with the first round of MTP clones. This process is continued until complete sequencing of the
region. Note that the BAC-end sequences can be coupled to the restriction fingerprinting infor-
mation to minimize false positives and to reduce the overlapping regions.



By use of sequence information rather than the restriction fingerprints, the amount of
overlap required for MTP pairs is reduced drastically. However, the risk of false posi-
tives is high, especially when considering repeats and errors in the low-quality BES. This
approach, when coupled with the BAC-based physical map (i.e., the hybrid approach)
has been the most effective for the selection of MTP. The MTP with minimal overlap-
ping and maximal accuracy guarantees efficient sequencing of the genome and proper
assembly of the entire genome sequences once they are sequenced.

Recently, a software pipeline CLONEPICKER was developed that integrates
sequence data with BAC clone fingerprints to dynamically select a minimal overlap-
ping clone set covering the whole genome (Chen et al. 2004). CLONEPICKER uses
restriction enzyme fingerprint data, BAC-end sequence data, and sequences gener-
ated from individual BAC clones as well as whole genome shotgun sequencing reads.
Incorporation of all available genomic information in this software allows accurate
selection of tiling path with truly minimal overlaps.

Conclusion

BAC-end sequencing is simple enough not to refer to it as a genome technology.
However, BAC-end sequences are extremely rich in genome information. The analy-
sis of BAC-end sequences allows an unbiased sampling of the genome as to its com-
position and architecture. Bioinformatic mining of BAC-end sequences allows the
uncovering of the repeat structure of the genome and the identification of polymor-
phic microsatellites. Many markers discovered from BAC-end sequences can be used
to integrate the genetic linkage maps and the physical map as they can be placed on
both maps. BAC-end sequencing is one of the most efficient approaches to locate
genes to physical maps. BAC-end sequences can be exploited for comparative
genome analysis including characterization of evolutionarily conserved syntenies. For
many aquaculture species, the assessment of their genomes by BAC-end sequencing
is probably as good as they can get as their genomes may never be sequenced.
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Chapter 16
Genomescape: Characterizing the Repeat
Structure of the Genome

Zhanjiang Liu

Understanding genome landscape, the genomescape, is important for genome biology
because repetitive elements form a major fraction of eukaryotic genomes. Specifically,
characterization of repeat structures of a genome can significantly reduce the complexi-
ties involved in genome studies, facilitating linkage mapping, physical mapping, com-
parative mapping, and laying the groundwork for whole genome sequencing. Repetitive
elements, once dismissed as mere junk DNA, are now recognized as “drivers of genome
evolution” (Kazazian 2004) whose evolutionary role can be “symbiotic (rather than par-
asitic)” (Holmes 2002). Examples of potentially beneficial evolutionary events in which
repetitive elements have been implicated include genome rearrangements (Kazazian
2004), gene-rich segmental duplications (Bailey et al. 2003), random drift to new biolog-
ical function (Kidwell and Lisch 2001, Brosius 2003), and increased rates of evolution
during times of stress (Capy et al. 2000, Shapiro 1999). For these reasons, the study of
repeat elements and their evolution is emerging as a key area in genome biology (Zhi
et al. 2006).

Based on their known functions, repetitive elements can be divided into functional
repetitive gene clusters and nonfunctional repetitive elements; based on their arrange-
ments and distribution in the genome, they can be divided into tandem repetitive ele-
ments and dispersed elements; and based on their abundance, they can be divided into
high, intermediate, and low abundance repetitive elements. In this chapter, I will briefly
introduce several major classes of repetitive elements, and present several selected
methodologies for the characterization of genomescape.

Classical Approaches for the Characterization of 
Repeat Structures of Genome

Roy Britten and his colleague were the first to study the genome using genomic
approaches (Britten and Kohne 1968). They studied reassociation kinetics of genomic
DNA in solution using a technique termed “Cot analysis.” When a solution of dena-
tured genomic DNA is placed in an environment conducive to renaturation, the rate at
which a particular sequence reassociates is correlated to the copy number of the
sequence present in the genome. This principle forms the basis of Cot analysis (Britten
and Kohne 1968 and for a recent review of Cot principles, see Peterson et al. 2002). Cot
value is equal to the product of nucleotide concentration in moles per liter (C0 or Co)
and reassociation time in seconds (t), and, if applicable, a factor based upon the cationic
concentration of the buffer. Samples of sheared genomic DNA are heat-denatured and
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allowed to reassociate to different Cot values. For each sample, renatured DNA is
separated from single-stranded DNA using hydroxyapatite (HAP) chromatography,
and the percentage of the sample that has not reassociated (percentage of ssDNA) is
determined. The logarithm of a sample’s Cot value is plotted against its corresponding
percentage of ssDNA to yield a Cot point, and a graph of Cot points ranging from the
start to completion of the reassociation is called a Cot curve (Peterson et al. 1998) (see
Figure 16.1). Mathematical analysis of a Cot curve permits estimation of genome size,
the proportion of the genome contained in the single-copy and repetitive DNA compo-
nents, and the kinetic complexity of each component Peterson et al. 2002). Cot curves
(Figure 16.1) reflect the major three fractions of genomic DNA: the highly repetitive
fraction that renatures rapidly; the intermediate repetitive fraction that renatures rela-
tively slower; and the low copy number repetitive elements and the single copy genes
that reassociate very slowly.

Cot analysis also allows many of the basic characteristics of genomes to be com-
pared between organisms. Based on the reassociation kenetics, interspecific compari-
son of Cot data has provided considerable insight into the structure and evolution of
eukaryotic genomes (e.g., Britten and Kohne 1968). Even though the Cot analysis was
developed over three decades ago even before the emergence of the molecular biol-
ogy era, its principles are still highly useful for genome characterizations in the
genomics era.

Characterization of Tandem Repeats with 
High Genomic Copy Numbers

Tandem repetitive noncoding DNA sequences make up a large fraction of the
genomes of eukaryotes. The sequence complexities of these repetitive sequences can
vary from a single base pair (bp) to over two kilobase pairs (kb). Copies of the tandem
repeats can vary greatly, ranging from a total size of 100 bp to more than 100 mega
base pairs (Mb) (Milklos and Gill 1982). Based on the repeat lengths and array sizes,
they have been divided into three classes: microsatellite, minisatellite, and satellite
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DNAs (Levinson and Gutman 1987). As their names indicate, microsatellites include
repetitive sequences with very simple sequence complexity and short arrays of the
repeat (see Chapter 5). Satellite DNA exhibits more sequence complexity (generally
100 bp or longer) with long arrays of total repeat lengths. Minisatellites show interme-
diate features between satellites and microsatellites. The three classes of the repeti-
tive sequences also differ in where they reside in the eukaryotic genomes. Satellite
DNA is often concentrated in regions of very low recombination (Charlesworth et al.
1986) such as heterochromatic regions near centromeres and telomeres where mei-
otic recombination is suppressed. Minisatellite sequences are usually located in the
euchromatic portions of chromosomes. Recombination at minisatellite loci appears
to be higher than at satellite DNA loci (Stephan 1989, Stephan and Cho 1994). Vari-
able number of tandem repeats (VNTR) can be regarded as minisatellites with 5–50
repeats. VNTRs are hot spots for meiotic recombination. They exhibit high levels of
polymorphism, and therefore, are useful as polymorphic markers (Figure 16.2). It is
believed that the high mutation rate leading to polymorphism is caused by uneven
meiotic recombination. Microsatellites are tandem repeats of very short sequences
(1–6 bp, as shown in Chapter 5) interspersed in various regions in chromosomes
including within or near expressed genes (e.g., Gong et al. 1997, Serapion et al. 2004).

Technically, the identification of tandemly duplicated repeats is the most straightfor-
ward. These elements can be readily detected by hybridizations. For highly abundant
repetitive elements, they can be observed by digesting genomic DNA with restriction
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Figure 16.2. Minisatellites can be used as polymorphic markers. They are inherited as
co-dominant markers.



enzymes; direct restriction enzyme digestion of genomic DNA should produce bands
above the background of a smear (Figure 16.3). Using this approach, two types of repet-
itive elements were found in the zebrafish genome, accounting for 5% and 0.5% of the
zebrafish genome (He et al. 1992). Using a similar approach, Liu and others (1998)
identified a family of A/T-rich Xba elements that are arranged in tandem and account
for 5–6% of the catfish genome.

Differentiation of tandem repeat from interspersed repeats (see below) can be
accomplished through several approaches. As discussed above, tandem repeats tend
to generate discrete DNA bands (if restriction sites exist within the repeat unit). How-
ever, many interspersed repeats also generate discrete DNA bands if two or more
restriction sites for the same enzyme exist within the repeat unit. One way to differen-
tiate these two types is through the use of partial restriction digest. For tandem
repeats, with limited amounts of restriction enzyme, partial digestion products will
generate a band pattern exhibiting monomers, dimers, trimers, tetramers, pentamers,
hexamers, etc., of the repeat unit. With incremental amounts of restriction enzyme,
the higher molecular weight bands will disappear resulting in the final product, the
monomer of the repeat unit. This is not the case for interspersed repeats that gener-
ate smears regardless of the amount of restriction enzyme used (Figure 16.4).

Another approach to differentiate tandem repeats from interspersed repeats is the
use of fluorescent in situ hybridization. See Chapter 17. Tandem repeat types generate
focused hybridization patterns with very high fluorescent signals, whereas interspersed
repeats produce hybridization patterns that are scattered throughout the genome.
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Figure 16.3. Detection of repetitive elements by direct restriction enzyme digestion. The
example shown here was adopted from Liu and others (1998) from a catfish study. Genomic DNA
from various strains of catfish (lanes 1–7) was digested with restriction endonuclease Xba I, sepa-
rated on an agarose gel, and visualized by ethidium bromide staining, with molecular weight (M)
on the last lane. Note the generation of discrete bands (arrows) above the background of a smear.



Characterization of Intersperse Repetitive Elements

Dispersed repetitive elements included mostly long interspersed elements (LINEs),
short interspersed elements (SINEs), and DNA transposons. LINEs and SINEs are
retrotransposable DNA elements that duplicate in the genome via a “copy and paste”
mechanism. Functional LINE elements encode a reverse transcriptase, allowing the
transcribed LINE RNA to be converted into DNA, and an endonuclease for cleaving
the genomic DNA at the new insertion site. SINE elements are shorter repetitive ele-
ments that require the “copy and paste” machinery of the LINEs. SINEs resemble
small nuclear RNAs such as tRNA, and are transcribed by RNA polymerase III.
SINEs then rely on the reverse transcriptase and endonuclease from the LINE ele-
ments to reinsert and multiply in the genome.

In addition to LINEs and SINEs, another major class of interspersed elements is
DNA transposons. DNA-mediated transposons move through DNA intermediates
and depend on transposases. While retrotransposons are more common and abun-
dant in vertebrates, DNA transposons are more common in bacteria, plants, and
invertebrates such as fruit flies and nematodes. DNA transposons harbor inverted
repeats required in cis for transposition. Autonomous DNA transposons also harbor
a functional transposase gene to encode the transposase enzyme required for trans-
position in trans. Despite a wide range of distribution (Radice et al. 1994), DNA
transposons were not discovered in vertebrates until the 1990s (Heierhorst et al. 1992,
Henikoff 1992). Since the discovery of the first vertebrate DNA transposons in chan-
nel catfish by database analysis (Henikoff 1992), search for an active copy of DNA
transposons has been a keen research area. Recently, DNA transposons in verte-
brates have been isolated from a number of vertebrate species, but they have been
best characterized in teleosts (Heierhorst et al. 1992; Henikoff 1992; Goodier and
Davidson 1994; Radice et al. 1994; Izsvak et al. 1995; Ivics et al. 1996; Lam et al. 1996;
Koga and Hori 2000, 2001). Members of the Tc1/mariner superfamily represent most
of the DNA transposons discovered in vertebrates. In addition to teleosts,
Tc1/mariner, tiggers, and other transposon-like elements have been discovered in
amphibians (Lam et al. 1996) and human genomes (Oosumi et al. 1995, Smit and
Riggs 1996).

Until recently Tc1-like elements were all identified as nonautonomous from verte-
brate genomes, resulting from extensive insertions/deletions, and in-frame termination
codons in their transposase genes (Lam et al. 1996; Ivics et al. 1996, 1997). Kawakami
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Figure 16.4. Two different types of arrangements and organizations of repetitive elements can
be differentiated by Southern blot analysis followed by partial restriction enzyme digest.



and his colleagues (2000) identified the first endogenous autonomous transposon, an
Ac-like Tol2 element from the Japanese medaka fish that can transpose both transiently
in fertilized zebrafish eggs and in the zebrafish germ lineage (Koga and Hori 2000,
2001). Several additional transposases with intact open reading frames (ORF) were
recently identified from the amphibian Xenopus tropicalis and may still be involved in
active transposition (Sinzelle et al. 2005).

Characterization of dispersed repetitive elements is a great challenge. First, these
elements are highly interspersed throughout the genome; second, they are present in
high copy numbers, making hybridization-based approaches ineffective; third, their
sequences are highly related, but differ between copies. Genomic approaches using
data mining appears to be much more effective for the characterization of dispersed
repetitive elements. Their abundance, composition, distribution, and nature of the
sequences can all be analyzed using data mining software. REPuter (Kurtz and Schleier-
macher 1999) (http://www.genomes.de/), Basic Local Alignment Search Tool (BLAST),
and RepeatMasker, among many others, are frequently used to assess the repeat struc-
tures of the genome. However, the effectiveness of the software depends on the exis-
tence of repeat databases. REPuter also allows identification of new repeat types in a
given organism. Often searches can be conducted by searching for the presence of
repeated sequences with parameters set at, for example, a minimum length of 20 bp and
a sequence variation of 10% (90% conserved). Self BLAST searches are also effective
for the identification of repeated sequences in an organism upon generation of genomic
sequence surveys.

RepeatMasker is highly effective for the identification of common types of repeats.
For instance, the entire genome sequences of zebrafish, fugu, and Tetraodon are
already available. Repeat masking using repeat libraries of these species allowed a
good estimation of the shared repeats of catfish with these species (Xu et al. 2006),
as shown in Table 16.1. However, RepeatMasker lacks the ability to detect species-
specific and novel repeat types.

At the genomic level, dot plot alignments are also often used for the detection of
repetitive elements (Sonnhammer and Durbin 1995). Within a genome, a dot plot
illustrates duplicated sequences: repeated sequences and gene families. Between
genomes, dot plots reveal levels of conservation of sequence and of gene orders.

Characterization of Gene Clusters

Many genes with related functions are arranged in clusters and are duplicated into
many copies. As a rule of thumb, genes whose products are most highly demanded by
cellular functions likely have multigene families, and often they are arranged together
in tandem repeats. Some examples of tandemly repeated gene families include globin
genes, immunoglobulin genes, rRNA genes, tRNA genes, and histone genes. Such an
arrangement is beneficial in order to provide coordinated expression. For instance, the
ribosomal RNA is required for the structure of ribosomes that demand a constant 1:1
ratio. The genes for rRNA are organized not only together, but also transcribed under
control of the same promoter. A single transcription unit (cistron) contains the 18S,
5.8S, and the 28S rRNA genes. In addition to functional genes, pseudogenes are often
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found in tandem clusters. Pseudogenes are defined by their possession of sequences
that are related to those of the functional genes, but that cannot be translated into a
functional protein. Pseudogenes are often denoted by �. They are formed when tran-
scription signals such as CAAT box or TATA are abolished, or when the splicing junc-
tion is mutated so that the transcripts cannot be properly processed, or when in-frame
premature termination codons are evolved. Most gene families have members that are
pseudogenes constituting a minority of the family.

Histone Gene Clusters

In most organisms, five major types of histone proteins (H1, H2A, HZB, H3, and H4)
combine to form a functional histone unit. Two structures are created by the dimer-
ization of H2A/H2B and H3/H4. These structures then self-dimerize forming two
tetramers (H2A-H2B-H2A-H2B and H3-H4-H3-H4) and the two tetramers join to cre-
ate the cylindrical histone octamer. About 145 bp of DNA coils around this functional
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Table 16.1. Repeat composition of the channel catfish genome as assessed by RepeatMasker
of the BAC-end sequences using the combined repeat database of zebrafish and Takifugu
rubripes.

Repetitive Elements Number of Elements Length Occupied % of Sequence

Retroelements 1,972 349,917 bp 3.13
SINEs: 1,083 139,373 bp 1.24

Penelope 1 269 bp 0
LINEs: 643 135,520 bp 1.21

L2/CR1/Rex 525 107,885 bp 0.96
R1/LOA/Jockey 14 2,773 bp 0.02
R2/R4/NeSL 1 50 bp 0
RTE/Bov-B 37 6,137 bp 0.05
L1/CIN4 65 18,406 bp 0.16

LTR elements: 246 75,024 bp 0.67
BEL/Pao 12 3,604 bp 0.03
Gypsy/DIRS1 179 60,047 bp 0.54
Retroviral 21 3,726 bp 0.03

DNA transposons: 2,591 563,923 bp 4.57
hobo-Activator 220 23,205 bp 0.16
Tc1-IS630-Pogo 2,077 507,735 bp 4.12
En-Spm 3 160 bp 0
PiggyBac 57 6,399 bp 0.06
Tourist/Harbinger 77 7,982 bp 0.07

Unclassified: 9 751 bp 0.01
Total interspersed repeats: 914,591 bp 8.17
Satellites: 25 2,602 bp 0.02
Simple repeats: 5,798 289,211 bp 2.58
Low complexity: 3,202 127,064 bp 1.13



octamer to create a nucleosome, the basic unit of chromatin structure. Due to this
highly conserved function, histone genes are among the most evolutionarily conserved
genes.

Histones make up the chromatin structure of the genome and they are highly
expressed to meet the high demand. High levels of histone expression are accomplished
by gene duplications that form large gene families existing in tandem copies in the
genome. The number of histone genes varies among species. In the yeast Saccha-
romyces cerevisiae, there are two identical copies of each of H2A, H2B, H3, and H4
(Mardian and Isenberg 1978). The H1 is present as a single copy, making a total of nine
histone genes in the 12 Mb of the yeast. In higher eukaryotic organisms, two types of his-
tone gene organization are commonly seen: (1) the histone genes are clustered and
tandemly repeated, or (2) the histone genes are clustered, but no tandem duplication is
seen. Sea urchins, worms, frogs, fish, and Drosophila all have histone genes organized in
a tandemly duplicated manner. In these species, the core histone genes are in repeating
units ranging from 750 to 2,000 times in the genome. Species such as chicken, human,
and mouse have histone genes that are located in various clusters in the genome without
a clear repeating pattern. For these species, the number of histone genes is between 50
and 200, and, while the histone genes are located in a cluster, they show little resem-
blance to a tandemly repeating unit.

The highly repetitive nature of histone genes makes characterization difficult.
However, the highly conserved sequences offer advantages for the adoption of poly-
merase chain reaction (PCR). PCR primers can be designed based on gene or EST
sequences of histone genes from the species of interest, or even from a closely related
species. The gene sequences can then be obtained without any problem. The gene
arrangement of the histone genes within the repeat unit can be determined by using
PCR primers in the intergenic regions, allowing amplification across different histone
genes. In rainbow trout and Atlantic salmon, the histone genes are arranged in an
order of H4-H2B-H1-H2A-H3, with an external gene region of approximately 13 kb.
Along with the gene region of approximately 5.1 kb, the histone cluster repeat unit in
the salmonids appears to be approximately 19–20 kb (Pendas et al. 1994; Ng and
Davidson, personal communications).

Determination of the number of units of a given repeat can be difficult. Most often,
this can be assessed by hybridization of histone probes to bacterial artificial chromo-
some (BAC) filters. For instance, if 600 BACs are positive to the histone gene probes on
a 10 � BAC filter, 60 BACs per genome contain histone genes. The total size of the 60
BACs can be estimated from the average size of the BAC library, minus the average
overlapping regions of BACs. For instance, the channel catfish CHORI BAC library has
an average insert size of 161 kb. The maximum size that can be covered by the 60 BACs
is 60 � 161 kb � 9,660 kb. If the repeating unit is 20-kb long, then the maximal number
of repeat units is 9,660/20 � 483. However, this estimate is on the high side because the
600 BACs have large overlapping regions. The number of repeat units can be adjusted
by subtracting the average overlapping region out of the average length of the BAC. For
example, if on average, 30 kb overlapping regions exist in the BAC-based contigs, then
the total length covered by the 60 BAC/genome is 131 kb � 60 � 7,860 kb. Considering
that each repeat unit is 20 kb long, then the number of repeat units is 7,860/20 � 393.
Another approach that can provide a more accurate estimation for the number of
repeat units is perhaps through the use of quantitative real time PCR.
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The rDNA Cistron

Ribosomal RNAs are involved in structures of ribosomes for the translation machin-
ery. There are four rRNAs: 18S, 5.8S, 28S, and 5S rRNA. The 18S, 5.8S, and 28S
rRNAs are encoded as a cistronic unit in the genome. This rRNA precursor undergoes
posttranscriptional cleavage to process the cistronic RNA into three functional
rRNAs. The 18S rRNA becomes a part of the small ribosomal subunit whereas the 28S
and 5.8S rRNA are components of the large ribosomal subunit.

Over 80% of the cellular RNA mass is composed of rRNAs. The large demand for
rRNA is met in the cells by gene duplication of these genes to form the large tandem
repeat. In addition, their gene products are required in a stoichiometric one to one
ratio, and thus their expression must be coordinated. The evolutionary processes have
produced some of the most efficient ways for this coordination by using cistrons (i.e.,
these genes are present together and their expression is under the control of the same
promoter). Cistrons are common in prokaryotic organisms, but rare in eukaryotes.
The rDNA cistrons are one of the rare examples for the use of cistrons in eukaryotic
organisms.

The rDNA organization varies according to species. In humans, the 250 or so
copies of the rDNA repeats are clustered on acrocentric chromosome arms of 13p,
14p, 15p, 21p, and 22p. The location of rDNA in fish and their organization is not yet
well understood. In zebrafish, it is believed that 6–8 chromosomes harbor rDNA
repeat clusters, but 6–12 chromosomes may harbor rDNA clusters in sturgeons
(Gornung et al. 1997, Phillips and Reed 2000, Fontana et al. 2003). PCR primers can
be designed for 18S, 28S, and 5.8S rRNAs based on gene sequences of these genes
from the species of interest. In order to estimate the cistron size, external primers
facing toward the external transcribed spacer can be used. As discussed above with
the histone gene clusters, the estimation for the number of repeat units can be diffi-
cult, but BAC-based hybridization can provide a fairly accurate estimate. The Atlantic
salmon genome is estimated to contain 1,000–1,500 copies of the rDNA repeats
(Moran et al. 1997). Very similar approaches can be used for the characterization of
tRNA genes that also exist in tandem repeats.

It is logical to think that highly duplicated genes should be subjected to more muta-
tions due to reduced evolutionary pressure. How then can many highly duplicated
genes such as rRNA or histone genes maintain their integrity? Several theories exist
including coincidental evolution (concerted evolution or coevolution to explain the
situation). Coincidental evolution describes the ability of two related genes to evolve
together as though constituting a single locus. When members of a repetitive family
are compared, greater sequence similarity is found within a species than between
species, suggesting that members within a repetitive family do not evolve independ-
ently of each other. The detailed mechanisms may differ: a mutation can be removed;
or the mutated copy takes over leading to both copies with a mutation; or homoge-
nization by enzymes through strand change and editing (Liao 1999). Another interest-
ing hypothesis is sudden correction: Every so often the entire gene cluster is replaced
by a new set of copies derived from one or a few of the copies. While these models
may explain the high sequence conservation of rRNA and histone genes, the truth
may be that the evolutionary pressure for these genes has never been reduced as
assumed by many. The demand for the gene products of highly duplicated genes may
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be so high that each duplicated copy is still absolutely required so that any mutation of
even a single copy may lead to a detrimental impact on the organism.

Determination of Copy Numbers of Repetitive Elements

It is difficult to determine the exact copy numbers of repetitive elements. However,
their copy numbers in the genome can be assessed by hybridization, or in some cases
by real time PCR (e.g., Chen et al. 2006). The choice of approaches depends on the
nature of the repetitive elements. If the repetitive elements or genes have exactly the
same or highly conserved sequences, then real time quantitative PCR can be used to
determine the copy numbers. However, in most cases, the repetitive elements are
highly related in sequence, but carry many base substitutions, or exist as remnants
with only part of the entire sequences. In this later case, hybridization is an effective
strategy to assess the copy numbers. The copy number of the repetitive elements of
interest can be assessed by comparing the hybridization signals of the genomic sample
with that of a serially diluted sample with known copy number of the same target mol-
ecules. The major problem of a hybridization-based approach for the assessment of
copy numbers is the saturation of signals (the after-black-is-black nature of signals).
Therefore, serial dilutions should be made with genomic DNA, as well as the control
DNA such as a plasmid containing the target sequence. Each copy of plasmid con-
tains one copy of the target sequence. For instance, the hybridization signal of 2 �g
genomic DNA is equivalent to that of 8 nanogram (ng) plasmid containing one copy
of the target sequence. There are 1.4 � 109 molecules (copies) of plasmids in the 8 ng
plasmid DNA (moles of plasmid � 8 � 10–9 gram/molecular weight [5,000 bp �
660/bp], number of molecules � moles � 6.023 � 1023 per mole). There are 2,000,000
genomes in 2 �g of genomic DNA (the catfish genome size is 1 pg DNA per cell).
Thus, the copy number of the repetitive element � 1.4 � 109 copies/2,000,000 � 700
copies. When determining copy numbers of repetitive elements, one should carefully
select the hybridization probes so that they cover the typical region of the repetitive
elements under consideration.

Conclusion

Repetitive elements comprise a major fraction of eukaryotic genomes. In humans,
over 50% of their 3 billion bp genome is composed of repetitive elements. The pro-
portion of repetitive elements in the genomes of aquaculture species is yet to be dis-
covered. Once regarded as junk DNA, repetitive elements are once again gaining
their popularity not only because of their abundance, but also because of their poten-
tially unrealized biological functions. Understanding of repetitive elements and their
organizations is by no means an easy task. Many of the current approaches involve
bioinformatic analysis, though the role of solid experimental approaches cannot be
neglected. Recent studies also indicate that regulation of biological functions can also
be achieved through gene copy numbers, thus accurate determination of gene fami-
lies and their copy numbers may prove to be important. Understanding of the repeat
structure in aquaculture species will facilitate studies in linkage mapping, physical
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mapping, and lay the foundation for entire genome sequencing. Even after the entire
genome is sequenced, correct genome assembly will rely on the understanding and
comprehension of repeat structures of the genome.
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Chapter 17
Genomic Analyses Using Fluorescence 
In Situ Hybridization

Ximing Guo, Yongping Wang, and Zhe Xu

Introduction

Fluorescence in situ hybridization (FISH) is the detection of specific DNA sequences
through hybridization and fluorescence microscopy. Based on the base-pairing prop-
erty of DNA molecules and direct visualization, FISH offers fast and specific mapping
of DNA sequences to their in situ targets.

FISH has broad applications in biomedical research. It has been widely used in
human genetics and genomics. It is used to label and identify chromosomes and sub-
chromosomal regions using chromosome-specific probes (Lichter and Cremer 1992,
Macville et al. 1997). Chromosomal identification is essential for studies on aneu-
ploidy and chromosomal rearrangements. Changes in chromosomal number and
structure often have serious consequences in gene expression and development. Tri-
somy 21 is a case where the gaining of an extra copy of chromosome 21 alters growth
and mental development in humans leading to Down syndrome. Reciprocal translo-
cation between chromosome 9 and 22 generates an abnormal chromosome 22, the
Philadelphia chromosome, which is associated with chronic myelogenous leukemia
(De Klein et al. 1982).

FISH is a powerful tool in genome mapping. It is widely used for chromosomal
mapping of newly identified genes and physical mapping. Compared with linkage
analysis, mapping genes by FISH is direct and fast. Chromosomal location is a basic
property of every gene and an essential part to our understanding of genome struc-
ture and organization. Genetic and physical maps are different measures of chromo-
somes. By mapping DNA sequences directly to chromosomes, FISH can anchor
genetic maps to their physical entities and therefore provides the ultimate verifica-
tion. It can greatly empower contig assembly with the near-kilobase (kb) resolution of
DNA-fiber FISH (Weier 2001).

FISH or immunocytochemistry-based in situ hybridization is also useful in deter-
mining tissue or cellular location of gene expression or pathogens. Spatial and tempo-
ral changes in gene expression are critical in studies of gene function. FISH provides
excellent resolution of the spatial distribution of DNA or messenger RNA (mRNA)
sequences.

As a powerful research tool, FISH has made significant contributions to human
genetics. FISH has the potential for similar applications in aquaculture genomics. In
recent years, interest in FISH has grown, and considerable progress has been made in
applying FISH to aquaculture species. This chapter provides a general introduction of
FISH, a review of studies in aquaculture species, and discussions on challenges and
future directions.
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Principles of FISH

Techniques for in situ hybridization were first developed in the late 1960s using
isotope-based detection (John et al. 1969, Pardue and Gall 1969). The use of radioac-
tive isotopes limited its wide acceptance. The development of enzymatic methods for
introducing biotinylated nucleotides into DNA made nonisotopic labeling possible
and consequently revolutionized in situ hybridization (Langer et al. 1981, Singer and
Ward 1982, Leary et al. 1983). Fluorescence-based detection flourished in the 1980s,
and the past two decades has brought tremendous development in FISH technology
(Levsky and Singer 2003). Now standard reagents and kits are readily available from
commercial suppliers. Protocols for diverse applications have been developed and
optimized. FISH can be used in both fixed samples and live cells, and can detect from
repetitive sequences such as satellite DNA to single-copy fragments of just a few hun-
dred nucleotides (Schriml et al. 1999). Technologies for multicolor detection and
quantitative analysis are now available, and so is high-resolution DNA fiber FISH.

Regardless of types of probes and targets, FISH relies on the base-pairing property
of DNA sequences and the ability to detect fluorescence signals through microscopy.
Successful FISH is dependent on the following basic steps:

1. proper preparation of target materials
2. production and labeling of DNA probes with a fluorescence dye or a reporter

molecular
3. hybridization of the denatured probe and target DNA under proper conditions,

and posthybridization fluorescence detection, with or without amplification, under
microscope (Figure 17.1)

While the basic idea is simple, FISH involves many steps and variables. Closely fol-
lowing protocols is critically important. A thorough understanding of the principles
behind each step is also helpful.

Target Material

The target material for FISH can be chromosomes, interphase nuclei, DNA fibers,
cells, or tissues that carry the targeted DNA or RNA. Target materials have to be
properly prepared so that the in situ site is accessible to FISH probes.

Chromosome is the highly condensed form of macromolecules consisting of DNA
and histones. The quality of metaphase chromosomes is critically important for the
success of FISH. Elongated chromosomes that are free of cytoplasmic material are
ideal. The degree of chromosome decondensation directly affects signal strength and
resolution. FISH using extended DNA fibers allows the mapping of DNA fragments
of a few hundred base pairs (bp) with near-kb resolution (Weier 2001). To obtain
elongated chromosomes, materials with high mitotic indexes are required. Cell lines
are the preferred material for the preparation of elongated chromosomes. Because of
the high mitotic index, cultured cells can be easily synchronized and harvested at
metaphase. The availability of cell lines is one reason why FISH has been so success-
ful in humans and other mammalian systems. In most aquaculture species, however,
cell lines are not available. Sometimes primary cell cultures can be obtained and used
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for FISH (Phillips and Reed 1996, Fujiwara et al. 2001). In most species, however, the
only available materials are adult tissues or embryos. Embryos have higher mitotic
indices and are better materials than adult tissues.

Colchicine or other microtubule inhibitors are used to arrest cells at metaphase.
The duration of colchicine treatment affects chromosome condensation and
metaphase quality. Short treatments may not produce enough metaphases, while long
treatments will produce highly condensed chromosomes, making FISH and chromo-
some identification difficult. The optimal treatment duration varies among species or
tissue types. It has to be determined through experimentation.

Cells and tissue materials for the detection of gene expression or pathogens are
usually fixed in a formaldehyde-based fixative to preserve structure integrity. Fixed
cells and tissue are subjected to a pepsin treatment (0.1% in 0.1 N hydrochloric acid
[HCl]) to increase their permeability to probes.

Probes

Probe Type and Size

Probes for FISH can be made from any DNA sample or sequences. They can be a
gene, a DNA fragment, a repetitive element, a clone, or DNA from a chromosome or
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genome. DNA probes can be double- or single-stranded. Single-stranded DNA
probes have the advantage of not being able to reanneal, therefore are more sensitive
and produce less background; however, double-stranded DNA probes are usually suf-
ficient for most applications. The type and size of DNA probes are important to the
success of FISH. Tandemly repeated genes and sequences are excellent targets for
FISH. These sequences have a relative short unit that repeats for hundreds or thou-
sands of times. The repeating unit permits efficient labeling, and the entire sequence
presents a large and easy target for hybridization and detection. The hybridization of
large numbers of labeled probes to the same region makes detection easy with or
without amplification. Ribosomal RNA genes are good examples of tandemly
repeated genes that are easily detected by FISH. For some tandemly repeated
sequences, oligonucleotides as short as 20–50 bp can be used as FISH probes. One
example is the vertebrate telomeric sequence, (TTAGGG)n. A 42-mer probe has
been successfully used for FISH (Gornung et al. 1998).

For unique sequences, the longer the sequence is, the easier it is to be detected by
FISH. Sequences larger than 20 kb can be routinely detected. The detection of target
sequences of less than 1 kb, although possible, will require advanced amplification
and detection systems (Schriml et al. 1999). Large sequences such as Bacterial Artifi-
cial Chromosome (BAC) clones contain both unique and repetitive sequences.
Repetitive sequences may include short intersperse nuclear elements (SINE) and
long intersperse nuclear elements (LINE). The repetitive sequences, when labeled,
produce strong background signals and therefore must be blocked (Lichter and
Cremer 1992). Unlabeled total genomic DNA or the Cot-1 fraction is often used as a
suppression agent.

The probe size should not be confused with the target DNA size. FISH probes
should have a proper size for successful hybridization. Probes that are too short may not
be specific or stable enough for hybridization. Probes that are too long may have low
penetration and hybridization efficiencies. When long sequences are used as probes,
they should be fragmented to the desired length. Probe length should be kept between
100 and 600 bp (Hafen and Levine 1986, Lichter and Cremer 1992, Tautz et al. 1992).

Probe Production and Labeling

FISH probes can be produced and labeled using several methods including nick trans-
lation, random priming, polymerase chain reaction (PCR) amplification, end label-
ing, and direct synthesis. Labeling is achieved by end tagging or incorporating
modified nucleotides into probe DNA. The modified nucleotides carry either a fluo-
rescence dye or a reporter molecule that can be later detected. The most commonly
used reporters are biotin-11-dUTP and digoxigenin (DIG)-11-dUTP. Nucleotides
conjugated with fluorescence dyes are also available for labeling, which makes posthy-
bridization detection unnecessary.

Nick translation is one of the most commonly used methods for probe labeling.
Rigby and others (1977) first described it. This method relies on the action of two
enzymes: deoxyribonuclease I (DNase I) and Escherichia coli DNA polymerase I. At
low concentrations, DNase I creates nicks in double-stranded DNA, exposing the
3� hydroxyl termini and 5� phosphate termini. The DNA polymerase I functions both
as an exonuclease and as a polymerase. It excises nucleotides off one strand of the
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DNA and then adds new nucleotides through its polymerase function to fill the gaps.
Consequently, labeled nucleotides in the reaction mixture are incorporated into the
newly synthesized DNA. Nick translation is most suited for the labeling of large-insert
clones such as cosmids (30–40 kb), BACs (120–180 kb), P1s (Phage, 80–250 kb), and
yeast artificial chromosomes (YAC, 0.1–2 megabase [Mb]). PCR incorporation is
most effective for labeling short DNA fragments (<2 kb). It incorporates modified
nucleotides while amplifying the DNA fragment, and generates large quantities of
well-labeled probes from small amounts of template. Any DNA fragment that is
amplified by PCR can potentially be labeled. The most important factor for PCR-
labeling is the normal/labeled nucleotide ratio. Too little labeled nucleotides would
result in low labeling efficiency, and too much would reduce PCR yield. The optimal
ratio has to be determined empirically. Generally the ratio should be around 2:1 nor-
mal to labeled nucleotides. Randomly priming is also an effective method for probe
labeling (Feinberg and Vogelstein 1984). It relies on hexanucleotide primers to ran-
domly amplify template DNA and incorporate labeled nucleotides. The advantage of
random priming is that it works well with little amount of template DNA (10–200
nanogram [ng]).

Probe size can be controlled during production and labeling. For nick translation,
the length is determined by the amount of DNase and reaction time. When random
priming is used for probe labeling, probe size can be controlled by adjusting primer
concentration; high primer concentrations would generate shorter probes.

Short oligonucleotides can be labeled by end labeling or direct synthesis. End
labeling relies on the enzyme terminal transferase to add labeled nucleotides to the 3�
ends of DNA fragments (Schmitz et al. 1990). It is mainly used for labeling short
oligonucleotide probes (<100 bp), for which other methods are less effective.
More often, short oligonucleotide probes are labeled by direct synthesis. Labeled
nucleotides can be placed at desired density and positions during synthesis.

Hybridization and Detection

Target and probe DNA must be denatured before hybridization. Several factors can
affect DNA denaturing, including temperature, pH, and formamide concentration. A
typical denaturing condition is incubation at 72–75°C in 70% formamide (in 2 � SSC,
pH 7.0) for 2–5 minutes. Denatured probes and target sequences must be immedi-
ately chilled on ice to prevent reannealing.

Temperature, pH, ionic strength, and duration are important factors for hybridiza-
tion. Hybridization is usually conducted on slides in a humidified chamber for hours
or overnight. After hybridization, nonspecific binding of probes is removed by wash-
ing at desired stringencies. Washing stringency is determined by salt concentration
with lower concentrations corresponding to higher stringencies. Usually, posthy-
bridization washing is conducted at 2� SSC. If background signals are high, slides are
washed at higher stringencies, 0.5� or 1�.

Biotin-labeled probes are detected with fluorescence-labeled avidin. DIG-labeled
probes are detected with fluorescence-labeled anti-DIG antibodies. The most com-
monly used fluorochromes are fluorescein isothiocyanate (FITC), Rhodamine, Texas
Red, and CY3. Each fluorochrome has a unique excitation and emission spectrum,
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and requires proper filters for visualization (Monk 1992). Fluorochomes with wide
differences in excitation/emission spectrum can be used together for dual or triple
color FISH.

Depending on the type of DNA sequences and signal strength, amplification of
FISH signals may be necessary. Tandem repeats such as ribosomal RNA genes, telom-
eric repeats, and centromeric repeats produce strong signals without amplification.
Large-insert clones also produce strong signals that may not require amplification.
Unique sequences shorter than 80 kb usually require amplification. Amplification is
achieved using an unlabeled primary antibody (rabbit antisheep) and labeled second-
ary antibody (antirabbit). Counterstains are used to stain the entire chromosomes for
visualization.

FISH signals are documented using digital cameras and preferably cooled 3CCD
cameras. Fluorochromes fade rapidly under excitation, and antifade agents should be
included as part of the counterstain or mounting medium (Lichter and Cremer 1992).
View time should be reduced to a minimum before documentation. Screening for
metaphases should be conducted with a filter specific for the counterstain so that the
fluorochromes are not unnecessarily exposed.

Methods and Protocols for FISH

FISH protocols are well developed for various applications in human genetics. Work-
ing with aquaculture species faces some additional challenges. The main challenge is
the lack of resources such as cell lines, probes, and adequate funding for commercial
kits. Most of the difficulties can be overcome by using modified protocols and alterna-
tive strategies. This section provides some basic protocols that are useful in aquacul-
ture species.

Chromosome Preparation

Many different protocols for chromosome preparation have been reported. They all
share the same basic elements: (1) the selection of materials that provide abundant
dividing cells; (2) the arrest of metaphases with a colchicine treatment; (3) a hypo-
tonic treatment that conditions chromosomes and the cells for spreading; and
(4) thorough fixation with a proper fixative and chromosome spreading using the
air-drying method. The following are selected protocols for chromosome preparation
that are commonly used in aquaculture species.

Chromosome Preparation from Embryos

There are no cell lines available in marine molluscs and most fish species. Primary cell
culture is often a challenge. Embryonic material can be easily obtained in aquaculture
species due to external fertilization and provides a good alternative. In molluscs,
embryos are small (about 50–100 μm) and contain relatively little yolk materials. Yolk
is problematic for FISH analysis. It contains abundant proteins and lipids that affect
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detection by creating high background signals. For most molluscs, embryos with
100–2,000 cells give the best results.

Solutions:

1. Carnoy’s fixative: 1:3 (v:v) of glacial acetic acid and absolute methanol, freshly
made.

2. Phosphate Buffer Saline (PBS): 0.025 M KH2PO4, adjust pH to 6.8 with sodium
hydroxide (NaOH).

3. Leishman’s stain: 1:5 Leishman’s stock and PBS. The stock is made by dissolving
150 milligrams (mg) stain in 100 milliliter (ml) methanol.

Procedures:
For oysters, use 6-hour old embryos, cultured at 25°C:

1. Collect embryos in a 15-ml test tube, and treat with colchicine (0.005% in sea-
water) for 15–20 minutes.

2. Concentrate embryos by centrifugation, remove colchicine, add nine parts of 0.075
moles (M) potassium chloride (KCl) to each part of embryo suspension, and treat
for 8 minutes.

3. Concentrate embryos by centrifugation, remove KCl as completely as possible, add
10 ml Carnoy’s fixative, change fixative twice within 2 hours, and store at 4°C.

4. Load one–three drops of embryo suspension onto a clean slide, flood with
two–three drops of 1:1 acetic acid and methanol, lay the slide at a 45-degree angle,
air-dry, and store slide at -20°C.

5. After drying, stain chromosomes with freshly made Leishman’s stain for 3–5 min-
utes, rinse with water, dry it immediately by blowing, and inspect under micro-
scope. For permanent storage, a coverglass can be applied with a drop of Permont
mounting medium (Sigma).

Chromosome preparation can also be made from fish embryos. Because fish eggs are
usually large and contain too much yolk material, embryonic tissue must be separated
from the yolk by dissection. This can be done before or after colchicine treatment.
Because fish embryos are large, longer hypotonic treatment, 1–2 hours, is needed.

Chromosome Preparation from Adult Tissues

Embryonic material may not be readily available for some species and sometimes,
chromosomes have to be prepared from adult tissues. For some molluscs, growth is
seasonal and it is important to use animals that are actively growing. The most com-
monly used adult tissues are gills, testis, liver, digestive gland, and regenerating fins.
The following is a protocol for chromosome preparation using oyster gills or
gonad/digestive gland. Solutions are the same as described above.

Procedures:

1. Collect healthy oysters, and condition them for 2–3 days at 23–25°C with intensive
feeding and aeration.

2. Transfer oysters to 5 liters (L) seawater with algae, aeration and 0.005% colchicine
(0.25 g/5 L, dissolve in 100 ml seawater first), and treat for 5–8 hours.
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3. After colchicine treatment, a piece (about 0.25 cm3) of gill or gonad/digestive
gland is removed, treated with 0.075 M KCl for 20–30 minutes, and chopped in
two–five drops of Carnoy’s fixative. The minced tissue is fixed in 10 ml of fixative.
Shake well, change fixative two times, and store at 4°C.

4. Before making slides, suspend the fixed sample and let the large tissue debris
settle, take three–five drops of cell suspension from the top and drop onto a clean
slide, and overlay with two–three drops of 1:1 acetic acid and methanol. Lean the
slide with an angle of about 45 degrees, and let it air dry.

5. After drying, overlay freshly made Leishman’s stain on the slide, and stain for 3–7
minutes The staining process can be monitored under 10� objective.

6. After staining, rinse the slide with water, blow dry, and inspect under microscope.
Seal with Permount (Sigma) for storage.

Chromosomes can be prepared from fish tissues using similar procedures. When
fish are large, injecting colchicine (0.005% of body weight) is more effective.
Phytohemagglutinin (PHA) is often used to stimulate mitotic division. Fujiwara and
others (2001) described a method for chromosome preparation using lymphocyte
culture.

Probe Preparation and Labeling

Among methods for probe labeling, nick translation and PCR incorporation are most
popular. Nick translation is suitable for making probes from total genomic DNA or
large-insert clones. PCR labeling is mainly used for labeling sequences less than 2 kb.
Random priming is used with small amounts of template DNA. Protocols for random
priming are not presented here because kits are commercially available, and the pro-
cedures are simple. Probes less than 100 bp are best labeled by direct synthesis.
Oligonucleotide synthesis service is widely available.

Nick Translation

Several companies such as Roche, Life Technologies, and Sigma supply nick transla-
tion kits for DNA labeling. These kits come with all necessary reagents and detailed
instructions. A key component of nick translation kits is the optimized enzyme mix-
ture of DNA polymerase I and DNase I that offer highly efficient labeling. When kits
are not available, the enzyme ratio and treatments can be easily tested and optimized.
The following protocol is based on Lichter and Cremer (1992).

Solutions:

1. 10� Buffer containing 0.5 M Tris-HCl, pH 8.0, 50 mM MgCl2, and 0.5 mg/BSA.
2. DNase I (RNase free) solution: dissolve 3 mg DNase I in 0.5 ml 0.3 M NaCl, add

0.5 glycerol, and store at �20°C. Dilute 1:1000 with double-distilled water just
before use.

3. E. coli DNA polymerase I: 10 units/μl in double-distilled water.
4. Unlabeled nucleotide set: 2.0 mM each of dATP, dCTP, dGTP, and 0.25 mM dTTP.
5. Labeled nucleotides: 2.5 mM biotin-11-dUTP or DIG-11-dUTP.
6. Stop solution: 50 mM EDTA.
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Procedures:
1. Mix the following:

1–2 μg DNA probe 10.0 �l
DNase I (0.003 �g/�l) 1 – 10 �l
DNA polymerase (10 u/�l) 1 – 3 �l
dATP (2 mM) 2.5 �l
dCTP (2 mM) 2.5 �l
dGTP (2 mM) 2.5 �l
dTTP (0.2 mM) 1.6 �l
Biotin-11-dUTP (2 mM) 2.5 �l
Double-distilled water appropriate

Total 50.0 �l (17.1)

2. Incubate the mixture in a 15°C water bath for 3 hours.
3. Stop the reaction by adding 50 �l of 50 mM EDTA to a final concentration of

25 mM.
4. Aliquot 7 �l sample for electrophoresis on 2% agarose gel to check fragment size.
5. The probe molecules should be visible as a smear. A smear between 200–600 bp is

optimal.
A. If the DNA is between 200–600 bp, proceed to step 6.
B. If the probe is too long, add more DNase I or incubate for longer duration until

the optimal size is reached.
C. If the probe is smaller than 100 bp, shorten the incubation time or reduce the

amount of DNase I.
6. Clean the probe using protocols below, and store the probe at -20°C till use.

PCR Labeling

PCR incorporation is widely used for labeling probes shorter than 2 kb. Labeling by
PCR is simple and robust as long as PCR is optimized. The annealing temperature
and Mg2+ concentration are important in PCR. The labeled to unlabeled nucleotides
ratio is critical. The following protocol is based on Wang and Guo (2004).

Solutions:

1. Primers: dilute the stock primer solution to a 25 �M working solution.
2. Labeled nucleotides: 1 mM stock solution.
3. Unlabeled nucleotides (dNTPs): 10 mM of dATP, dCTP, dGTP, and dTTP each.
4. 10� PCR buffer containing 15 mM MgCl2 that is supplied with the Taq poly-

merase.
5. Taq polymerase, 5U/�l.

Procedure:
1. Prepare the following mix on ice, in a 1.5 ml microcentrifuge tube:

1�g DNA probe/ ddH2O 16.8 �l
10X buffer (Mg2+) 2.5 �l
BSA (10mg/ml) 1.0 �l
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dATP (10 mM) 0.5 �l
dCTP (10 mM) 0.5 �l
dGTP (10 mM) 0.5 �l
dTTP (10 mM) 0.325 �l
X-dUTP (1mM) 1.75 �l
Primer (25�M) 1.0 �l
Taq polymerase (5U/�l) 0.125 �l

Total 25.0 �l (17.2)

Note: X-dUTP, X can be DIG, biotin or fluorescein.
2. Mix completely and concentrate by brief centrifugation.
3. Place the tube in a thermocycler and run PCR using the following profile: an initial

5-minute denature at 95°C; 30–35 cycles of 1-minute denature at 95°C, 1 minute
annealing at annealing temperature and 1-minute extension at 72°C; and a final
extension at 72°C for 5 minutes, and followed by holding at 4°C.

4. Load an aliquot (3 �l) of the reaction onto agarose gel to check the label is suc-
cessful. A reduction in fragment mobility is an indication of successful labeling.

5. Purify labeled PCR products with G-50 column or ethanol precipitation (see
below), and store at �20°C.

Purification of Labeled Probes

Labeled probes should be purified to remove unincorporated labeled nucleotides.
The labeled nucleotides, if not removed, would create high background signals. Sev-
eral kits are available for quick DNA clean up. The G-50 column from Roche (Cat.
No. 100609 and 100611) offers fast and effective cleaning of PCR fragments. Free
nucleotides can also be removed by ethanol precipitation of DNA using the following
protocol.

Solutions:

1. 3 M sodium acetate (or 4 M lithium chloride), filtered and sterilized.
2. 100% ethanol at �20°C.
3. 70% ethanol at �20°C.

Procedure:

1. For every 20 �l of products, add 2 �l of 3 M sodium acetate (or 4 M LiCl) and 60 �l
of cold 100% ethanol, mix well.

2. Precipitate the DNA at -20°C overnight, or for 1–2 hours at �80°C.
3. Centrifuge at 12,000 g for 30 minutes at 4°C.
4. Discard the supernatant, wash the pellet by carefully adding 0.5 ml of ice-cold 70%

ethanol (v/v), and spin for 5 minutes, 12,000 g at 4°C.
5. Discard the supernatant and leave the pellet dry (be careful so that it does not fall

out or blow away).
6. Dissolve the pellet in 10–20 �l of ddH2O or TE buffer (10 mM Tris-HCl, 1 mM

EDTA, pH 8.0)
7. Store the probe at �20°C until use
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FISH Protocol

FISH consists of denaturing, hybridization, posthybridization washing, detection,
secondary amplification (optional), and documentation. The following is a protocol
for mapping DNA fragments to chromosomes adapted in our laboratory. It is based
on several published protocols including Lichter and Cremer (1992) and Wang and
others (2005).

Solutions:

1. 20� SSC: dissolve 175.3 g sodium chloride and 88.2 g sodium citrate in 900 ml of
water, bring the volume to 1,000 ml, adjust pH to 7.0 with HCl, and store at RT.

2. 50 ml 2� SSC in a Coplin jar: 5 ml 20� SSC and 45 ml distilled water.
3. 40 ml denaturing solution: 4 ml 20� SSC, 8 ml distilled water, 28 ml formamide,

adjust pH to 7.0 with HCl, freshly made.
4. 10� PBS: dissolve 80 g sodium chloride, 2 g KCl, 14.4 g Na2HPO4, and 2.4 g

KH2PO4 in 900 ml of water, bring the volume to 1,000 ml, adjust pH to 7.4, filter
with 0.2 �m filter, sterilize, and store at RT.

5. Hybridization buffer: 65% formamide in 2� SSC.
6. 1� washing buffer (WB): 1� PBS, 0.4% BSA (w/v), 0.1% Tween-20 (v/v), adjust

pH to 7.4 and filter.
7. Ethanol series: prepare fresh 70%, 80%, and 100% ethanol solution in Coplin jars

for use at RT, and prepare a second set and place on ice.
8. Counterstain/antifade: mix 100 �l propidium iodide (PI, 500 ng/ml in 4� SSC)

with 100 �l antifade (mix 0.2 g 1,4-diazabicyclo[2.2.2]octane in 0.8 ml water, 0.2 ml
1 M Tris-HCl pH 8.0, and 9 ml glycerol, stored in dark at 4°C); or replace PI with
200 ng/ml 4�,6-diamidino-2-phenylindole (DAPI) in 4� SSC.

Procedures:
Slides can be stained with Leishman’s stain and screened for suitable metaphases
prior to FISH. In that case, slides should be de-stained in 2� SSC before use. Nega-
tive controls where FISH probes are replaced with distilled water should be used to
test for possible nonspecific hybridization.

1. Prewarm 40 ml of 2� SSC in a Coplin jar to 37°C in a water bath, incubate slides in
2� SSC for 30 minutes.

2. Dehydrate slides in 70%, 80%, and 95% ethanol at RT for 2 minutes each, air dry.
3. Incubate slides in 40 ml of denaturing solution at 72°C �2°C for 2 minutes.
4. Dehydrate in a cold series of 70%, 80%, and 95% ethanol (Coplin jars on ice), 2

minutes each, and air dry.
5. Denature probe: mix 1 �l of probe with 9–19 �l hybridization buffer in a 0.5 ml

microtube, mix well, incubate at 72°C for 5 minutes, and chill on ice.
6. Place 10 �l of probe mix on slide, cover with a coverglass (22 � 22 mm). Use large

(15–20 �l) volumes if large areas of the slide (22 � 30 or 22 � 40 mm) are used for
hybridization.

7. Seal with rubber cement, incubate at 37°C in a humidified chamber overnight.
Care should be taken to avoid air bubbles.

8. Remove cover glass by soaking in 2� SSC at 37°C.
9. Wash slides in 2� SSC at 72°C for 5 minutes, and use a higher wash stringency

(0.1–1� SSC) if background signals are too high.
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10. Wash in WB twice for 2 minutes each. Do not let slides dry.
11. Let excess WB run off (without letting it dry), apply 10–30 �l (depending on the

size of the coverslip) of the appropriate detection reagent (avidin for biotin or
antibody for DIG), cover with plastic slip, and incubate in a dark humidified
chamber at 37°C for 5–15 minutes.

12. Remove coverslip, wash slides in WB in the dark three times, 2 minutes each.
13. Optional amplification when signals are too weak (usually for short unique

sequences):
A. Apply 60 �l of the appropriate primary antibody (Rabbit antisheep for DIG

or antiavidin antibody), cover with plastic slip, incubate at 37°C for 15 min-
utes, wash slides in WB at RT, in the dark three times, 2 minutes each.

B. Apply 60 �l of the secondary antibody (labeled antirabbit) or labeled avidin,
cover with plastic slip, incubate at 37°C for 15 minutes, and wash slides in WB
in the dark three times, 2 minutes each.

14. Apply 15 �l of the appropriate counterstain/antifade (PI for FITC, DAPI for
Rhodamine, Texas Red, and dual colors), cover with a glass coverslip, and incu-
bate in the dark for 10 minutes.

15. Blot off excess stain, observe with an epi-fluorescence microscope or store slides
at �20°C in the dark.

The FISH protocol works well with a variety of probes made from repetitive and
unique sequences. Example metaphases showing FISH signals produced with the pro-
tocol are presented in Figure 17.2.

FISH Studies in Aquaculture Species

FISH studies have been reported in many aquaculture species. The studies are con-
centrated in four areas:

1. chromosomal mapping of tandemly repeated genes such as ribosomal RNA genes
2. the mapping of repetitive elements such as telomeric and centromeric repeats
3. the mapping of large-insert clones
4. the location of gene expression of pathogens in cells and tissues

Studies in fish species have been covered by two excellent reviews (Phillips and
Reed 1996, Phillips 2001). This section mainly focuses on studies in molluscan shell-
fish.

Mapping of Multicopy Genes

The most frequently reported FISH studies in aquaculture species are for chromoso-
mal mapping of tandemly repeated genes. This is because tandemly repeated genes
are the best target for FISH detection. The most commonly mapped repetitive gene
belongs to the ribosomal RNA family.

Ribosomal RNA genes are one of the best understood gene families in aquacul-
ture species. Ribosomal RNAs encode major (18S-5.8S-28S) and minor (5S) RNAs
that together with ribosomal proteins make up the ribosome. Because of their critical
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role in translation, rRNA genes are highly conserved through evolution. They can be
easily amplified and sequenced using universal primers. In higher eukaryotes, major
and minor rRNA genes are relatively independent of each other and often organized
into separate loci on the same or different chromosomes (Martins and Galetti 2001,
Liu et al. 2002). Both gene families are organized in large numbers of tandem repeats,
making them ideal targets for FISH. Actively transcribed major rRNA genes corre-
spond to NORs and can be visualized by silver staining. Compared with FISH, the
detection of rRNA loci by Nucleolar Organizing Region (NOR) staining is not always
reliable (Wang et al. 2004).

The rRNA loci have been mapped in many organisms including aquaculture species
(Phillips 2001). In molluscs, the rRNA genes have been mapped with FISH in 38
species (Table 17.1). In most studies, rRNA loci were mapped for the purpose of chro-
mosomal identification. The major rRNA genes have one to two loci in most species
studies so far. In some studies, comparative mapping of rRNA loci in related species
has led to interesting findings about the role of chromosomal changes in evolution. In
Crassostrea oysters, for example, a difference in the rRNA-bearing chromosome has
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Figure 17.2. Fluorescence in situ hybridization with various probes in the eastern oyster.
A, the vertebrate telomeric sequence; B, a centromeric element; C, a small interspersed repeti-
tive element; D, the major rRNA genes (18S-5.8S-28S); E, the 5S rRNA gene; F, a P1 clone;
and G, a preliminary cytogenetic map. (Also see color plate.)
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Table 17.1. Chromosomal mapping of genes and DNA sequences by FISH in molluscs.

Sequence/Species FISH Location Reference

Major rRNA genes, 18S-5.8S-28S
Pacific oyster Crassostrea gigas 10q Xu et al. 2001, Wang 

et al. 2004
Suminoe oyster C. ariakensis 10q Wang et al. 2004
Zhe oyster C. plicatula 10q Wang et al. 2004
Kumamoto oyster C. sikamea 10q Wang et al. 2004
Portuguese oyster C. angulata 10q Cross et al. 2003
Eastern oyster C. virginica 2p Zhang et al. 1999, Xu 

et al. 2001, Wang et al. 
2004

Mangrove oyster C. rhizophorae 2p Wang et al. 2004
Queen scallop Aequipecten opercularis 7q Insua et al. 1998
Bay scallop Argopecten i. irradians 4p, 8p Wang and Guo 2004
Zhikong scallop Chlamys farreri 5p Wang and Guo 2004
Scallop Hinnites distortus Centromere of  López-Pinón et al. 2005

9 and12
Scallop Pecten maximus 1 pair Insua et al. 2006
Scallop Mimachlamys varia 1 pair, short arm Insua et al. 2006
Antarctic scallop Adamussium colbecki 2p Odierna et al. 2006
Razor clam Solen marginatus 9q, 12p Fernández-Tajes et al. 

2003
Wedgeshell clam Donax trunculus 9p Martínez et al. 2002
Hard clam Mercenaria mercenaria 10q, 12p Wang and Guo 2006
Macoma clam Macoma nasuta 15q González-Tizón et al. 

2000
Mahogany clam Nuttallia nuttallii 8p González-Tizón et al. 

2000
Clam Dosinia exoleta 1 pair, short arm Hurtado and Pasantes

2005
Cockle Cerastoderma edule 1 pair Insua et al. 1999
Blue mussel Mytilus edulis 2 pairs Insua et al. 2001
Mussel M. galloprovincialis 6q, 7q Martínez-Expósito et al. 

1997
Insua and Méndez 1998

Mussel M. californianus 3p, 5p, 12p González-Tizón et al. 
2000

Mussel M. trossulus 3p, 7p, 7q, 9p González-Tizón et al. 
2000

Mussel Barchidontes rodriguezi 2 pairs, short arm Torrerio et al. 1999
Mussel Brachidontes pharaonis 14q Vitturi et al. 2000b
Cockle Cerastoderma edule 1 pair, short arm Insua et al. 1999
Tulip shell Fasciolaria lignaria 4 pairs Vitturi et al. 2000a
Land snail Cantareus aspersus 5 pairs Vitturi et al. 2005
Land snail C. mazzullii 5 pairs Vitturi et al. 2005
Atlantic dog-whelk Nucella lapillus Variable Pascoe et al. 1996
Snail Cerithium vulgatum 1 pair, short arm Vitturi et al. 2002
Sea slug Oxynoe olivacea One of pair 12 Vitturi et al. 2000c
Slug Milax nigricans 1 pair Vitturi et al. 2004
Periwinkle Melarhaphe neritoides 1 pair Colomba et al. 2002
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Table 17.1. (Continued)

Sequence/Species FISH Location Reference

Blue abalone Haliotis fulgens 4q, 11q Gallardo-Escarate et al. 
2005

Yellow abalone H. corrugata 2q, 4q Gallardo-Escarate et al. 
2005

5S rRNA
Eastern oyster C. virginica 5p, 6p Wang and Guo 2005
Portuguese oyster C. angulata 4q, 5q Cross et al. 2005
Queen scallop Aequipecten opercularis 1q, 1q Insua et al. 1998
Bay scallop Argopecten i. irradians 10q Wang and Guo 2004
Zhikong scallop Chlamys farreri 5q Wang and Guo 2004
Scallop Hinnites distortus 13q López-Pinón et al. 2005
Scallop Pecten maximus 1 pair, long arm Insua et al. 2006
Scallop Mimachlamys varia 1 pair, short arm Insua et al. 2006
Blue mussel Mytilus edulis 4 loci on 3 pairs Insua et al. 2001
Mussel M. galloprovincialis 4 loci on 3 pairs Insua et al. 2001
Cockle Cerastoderma edule 9 loci on 5 pairs Insua et al. 1999
Slug Milax nigricans 1 pair Vitturi et al. 2004
Periwinkle Melarhaphe neritoides 1 pair Colomba et al. 2002

Satellite DNA
Pacific oyster C. gigas 2 pairs Clabby et al. 1996

7 pairs, centromere Wang and Guo 2001
Antarctic scallop Adamussium colbecki Centromere of some Odierna et al. 2006

Telomeric Repeat, (TTAGGG)n
Pacific oyster C. gigas telomere Guo and Allen 1997
Eastern oyster C. virginica telomere Wang and Guo 2001
Mangrove oyster C. rhizophorae telomere Wang and Guo 2001
Portuguese oyster C. angulata telomere Cross et al. 2005
Dwarfsurf clam Mulinia lateralis telomere Wang and Guo 2001
Hard clam Mercenaria mercenaria telomere Wang and Guo 2001
Wedgeshell clam Donax trunculus telomere González-Tizón et al. 

1998, Plohl et al. 2002
Clam Dosinia exoleta telomere Hurtado and Pasartes 2005
Mussel Mytilus galloprovincialis telomere Plohl et al. 2002
Sea cucumber Holothuria tubulosa telomere Plohl et al. 2002
Sea slug Oxynoe olivacea No signal Vitturi et al. 2000c
Slug Milax nigricans telomere Vitturi et al. 2004
Tulip shell Fasciolaria lignaria telomere Vitturi et al. 2000a
Land snail Cantareus aspersus telomere Vitturi et al. 2005
Land snail C. mazzullii telomere Vitturi et al. 2005
Freshwater snail Biwamelania habei telomere Nomoto et al. 2001
The “large” Cerithium vulgatum telomere Vitturi et al. 2002
Blue abalone Haliotis fulgens telomere Gallardo-Escarate et al. 

2005
Yellow abalone H. corrugata telomere Gallardo-Escarate et al. 

2005
Pacific abalone H. discus telomere Sakai et al. 2005
Periwinkle Melarhaphe neritoides telomere Colomba et al. 2002

Tetranucleotide Repeat, (GATA)n
Tulip shell Fasciolaria lignaria Not on Y Vitturi et al. 2000a
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revealed a major divide between Pacific and Atlantic species (Wang et al. 2004). The
chromosome bearing the major rRNA locus is the smallest in all Pacific species, but
the second largest in all Atlantic species. The chromosomal difference coincides with a
postzygotic barrier to hybridization, which raises the question if chromosomal changes
have played any role during the speciation of oysters. Chromosomal changes have
played an important role in the evolution of many taxa (White 1978, King 1993).

FISH analysis of the rRNA locus in scallops (Pectinidae) has led to the advance of
the genome duplication hypothesis for bivalve evolution (Wang and Guo 2004). The
observed number and distribution of the rRNA genes suggest that the karyotype of
Chlamys farreri with 19 chromosomes is pleisomorphic, and that of Argopecten irradi-
ans with 16 chromosomes is derived through significant chromosomal loss. The ability
of scallops to tolerate significant loss of chromosomes suggests that they may be poly-
ploid in origin. Most scallops and clams have 19 chromosomes, and variants can be
explained by chromosomal rearrangement. Chromosome number and DNA content
data seem to support the genome duplication hypothesis (Wang and Guo 2004).

The 5S rRNA gene has been mapped in 13 species of molluscs with most species
having one to two loci (Table 17.1).

Mapping of Repetitive Elements

Repetitive DNA is a major component of all eukaryotic genomes. Their functions are
not well understood at this time. Repetitive sequences may be important for chromo-
somal structure and crossover. In fish, a large number of repetitive DNA elements
have been mapped by FISH (Phillips and Reed 1996, Phillips 2001). In molluscs, only
a few repetitive elements have been identified and mapped. They include telomeric
and centromeric repeats, and some anonymous repeats.

Telomere is the special protein-DNA structures found at the ends of all eukaryotic
chromosomes. It protects chromosomes from degradation and may play important roles
in aging and oncogenesis (Blackburn 1990, Harley et al. 1990, Hastie et al. 1990). Telom-
eric DNA consists of tandem repeats of simple sequences. It is highly conserved through
evolution, and all vertebrates share the same telomeric sequence, (TTAGGG)n. This has
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Table 17.1. (Continued)

Sequence/Species FISH Location Reference

Portuguese oyster C. angulata all chromosome Cross et al. 2005
Land snail Cantareus aspersus all chromosome Vitturi et al. 2005
Land snail C. mazzullii all chromosome Vitturi et al. 2005
Slug Milax nigricans all chromosome Vitturi et al. 2004
Snail Cerithium vulgatum No signal Vitturi et al. 2002
Blue abalone Haliotis fulgens interstitial and at Gallardo-Escarate 

the ends of some et al. 2005
Yellow abalone H. corrugata interstitial and at Gallardo-Escarate 

the ends of some et al. 2005
Periwinkle Melarhaphe neritoides No signal Colomba et al. 2002

Large-insert (P1) Clones
Eastern oyster C. virginica 9 clones to 7 pairs Wang et al. 2005



been confirmed in many fish species (Phillips and Reed 1996). In molluscs, telomeric
sequences have been studied in 21 species (Table 17.1). FISH studies clearly demonstrate
the presence of the vertebrate telomeric sequence in all molluscs studied so far, with the
exception of the sea slug oxynoe olivacea (Vitturi et al. 2000). Molluscs are one of the few
invertebrate taxa that share the vertebrate lineage in telomeric sequence (Guo and Allen
1997, Wang and Guo 2001, Plohl et al. 2002). Insects and most protozoa have telomeric
sequences that are different from the vertebrate sequence (Zakian 1995). In shrimp, the
telomeric sequence is a pentanucleotide repeat, (TAACC)n, that may present at intersti-
tial sites and in less than perfect repeats (Alcivar-Warren et al. 2006). A tetranucleotide
repeat, (GATA)n, has been mapped to chromosomal ends and interstitial sites in several
molluscs (Vitturi et al. 2005).

In the Pacific oyster, a 166-bp repetitive element has been identified (Clabby et al.
1996). It accounts for 1–4% of the Pacific oyster’s genome. The repetitive element is
mapped to centromeric regions of seven chromosomes (Wang et al. 2001). A cen-
tromeric repeat has also been mapped in the Antarctic scallop Adamussium colbecki
(Odierna et al. 2006). A highly abundant SINE is found throughout the chromosomes
of the eastern oyster (Figure 17.2, C). Several families of repetitive elements have
been mapped in a number of fish species (Phillips and Reed 1996, Phillips 2001).

Mapping of Unique Sequences

Chromosomal mapping of genes is one of the most powerful applications of FISH.
However, few genes have been successfully mapped in aquaculture species. This is
mainly because the mapping of small DNA fragments remains a challenge. Alterna-
tively, genes can be mapped by identifying and mapping the large-insert clones that
carry them. DNA fragments larger than 20 kb can be readily mapped by FISH, which
covers clones from most large-insert libraries such as P1s, BACs, and YACs. The
major histocompatibility (MHC) genes in rainbow trout, for example, are mapped to
chromosomes by mapping BACs that carry the genes (Phillips et al. 2003). BAC
libraries are now available in several aquaculture species. They can facilitate future
mapping of candidate genes by FISH.

The mapping of large-insert clones is also important for the identification of chro-
mosomes and physical mapping. The characterization, identification, and labeling of
all individual chromosomes are essential for cytogenetic mapping and analyses. Chro-
mosome identification using traditional banding techniques has been difficult in
aquaculture species. Most aquaculture species such as carp, salmonids, and shrimp
have a large haploid number. High-quality metaphases needed for banding are diffi-
cult to obtain. FISH can map large-insert clones as chromosome-specific probes. By
mapping clones that are part of the physical or linkage maps, FISH can anchor the
genetic maps to chromosomes (Phillips et al. 2006). It can contribute greatly to the
assembly of physical maps (Weier 2001).

P1 clones have been successfully mapped by FISH in the eastern oyster, Crassostrea
virginica (Wang et al. 2005). P1 clones with an average size of 75 kb were labeled with
DIG-11-dUTP using nick translation. Nine of the 21 P1 clones tested produced clear
and consistent FISH signals when Cot-1 DNA was used as a blocking agent against
repetitive sequences. The nine P1 clones were mapped to 7 of the 10 chromosomes of
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the eastern oyster, producing a preliminary cytogenetic map (Figure 17.2). Five of the
9 P1 clones were sequenced at both ends, providing sequence-tagged sites that can be
used to integrate linkage and cytogenetic maps.

In humans, chromosome-specific paint probes are available for all chromosomes,
and all chromosomes can be simultaneously identified by multicolor FISH (Schröck
et al. 1996, Macville et al. 1997). Chromosome-specific paint probes are made from
sorted or microdissected chromosomes. Chromosome and chromosome-arm specific
paint probes have been produced for salmonids by microdissection (Reed et al. 1995,
Phillips 2001).

Localizing Gene Expression and Pathogens

In situ hybridization is widely used to localize gene expression or pathogens in
cells and tissues. In these studies, the target is usually large, and detection by
immunocytochemistry, which is less expensive than fluorescence-based detection, is
usually sufficient. In situ hybridization has been used for gene expression studies in
aquaculture species (Wong et al. 2004, Takle et al. 2006). Advanced multicolor FISH
technology allows simultaneous detection and localization of multiple gene tran-
scripts. Multiplex FISH have been used to detect up to seven different transcripts in a
single Drosophila embryo (Kosman et al. 2004).

Conventional diagnosis of pathogen infection is often time consuming and unreli-
able. With a highly specific DNA probe, in situ hybridization provides rapid and reli-
able identification and localization of pathogens. In situ hybridization has been used
to detect pathogens in aquaculture species (Holzer et al. 2003, Sri Widada et al. 2003,
Erickson et al. 2005) as well as microorganisms from aquatic environments such as
the bacterial pathogen of the Caribbean coral white plague (Richardson et al. 2005).

Challenges and Future Perspectives

Clearly, FISH is a powerful tool in genomic research and has great potential in aqua-
culture species. During the past 2 decades, a large number of FISH studies have been
conducted in aquaculture species. FISH has contributed to our understanding of the
genomes of aquaculture species. Comparative genomic analysis using FISH has led to
some interesting findings about genome evolution in fish (Phillips et al. 2003, 2005)
and molluscs (Wang et al. 2004, Wang and Guo 2004). However, the full potential of
FISH in aquaculture genomics has yet to be realized. Although a large number of
FISH studies have been reported, most of the studies are on chromosomal assignment
of repetitive genes and sequences. The mapping of large-insert clones is limited to a
few species, and the production of chromosome-specific paint probes remains a chal-
lenge. No genetic linkage map has been completely anchored to cytogenetic maps. The
challenges for using FISH in aquaculture species include the lack of resources and
expertise. The development of large-insert libraries and cultured cell lines are needed
in many species. Spreading FISH expertise through training and collaboration would
be helpful. With the rapid development of new technologies, FISH will become more
powerful and easily accessible. Some of the new techniques have already shown great
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promise. Now multitarget visualization and quantitative analysis are possible (Levsky
and Singer 2003). DNA fiber-FISH and powerful detection systems now permit rou-
tine mapping fragments of a few hundred bps at near-kb resolution (Weier 2001,
Zwirglmaier 2005). FISH will undoubtedly bring advanced applications to aquaculture
genomics in the near future. It will greatly contribute to gene mapping, genomic map-
ping, and comparative genomic analysis in aquaculture species.
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Chapter 18
Radiation Hybrid Mapping in Aquatic Species

Caird E. Rexroad III

Introduction

Understanding the mechanisms underlying the inheritance of traits has always been
of great interest to humanity. The first documented studies in inheritance were con-
ducted in the mid-1800s by the Austrian monk Gregor Von Mendel (Mendel 1951).
Mendel’s observations of the inheritance of traits in peas caused him to form a set of
laws describing mechanisms of inheritance. These laws included the Laws of Segrega-
tion and Independent Assortment stating that for each trait, an organism receives one
characteristic from each parent, and traits are inherited independently of other traits.
Although originally presented in 1865, the significance of Mendel’s research was not
fully realized until the early 1900s. In 1909, Thomas Hunt Morgan observed that
inheritance of the white-eye mutation in the fruit fly Drosophila was correlated to the
inheritance of the male sex chromosome. Morgan and colleagues continued to exam-
ine the inheritance of additional mutations in Drosophila and eventually published
their Chromosome Theory of Inheritance stating that the inheritance of traits can be
explained by a linear order of genes on chromosomes (Morgan et al. 1915). In addi-
tion to sex-linked mutations, they observed that in this species having four chromo-
somes there were four groups of mutations (or traits) that did not sort independently
throughout multiple generations. With this information, they were able to develop
linear maps of chromosomes establishing the order of markers representing muta-
tions based on the biological phenomenon of homologous recombination.

Somatic Cell Hybrid Genetics

Construction of genetic maps for species such as Drosophila succeeded because of the
number of well-characterized traits (distinction of mutation versus wild type) and the
ability to observe the inheritance of those mutations in large numbers of progeny pro-
duced from controlled mating in a laboratory. The development of genetic maps for
the human genome obviously could not use this strategy; therefore, progress was hin-
dered for many years by the lack of mapping populations where the inheritance of dis-
tinct traits could be observed. Consequently, early efforts to construct maps of the
human genome were not based on observations of inheritance; rather they were maps
based on the physical properties of chromosomes. One such strategy was the use of
Somatic Cell Hybrid (SCH) genetics (Green 1969). The major distinctions between
the initial genetic maps of Drosophila and the initial physical maps of humans con-
structed using the SCH approach follow:
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1. Biochemical molecules—protein or DNA molecules that can be uniquely
observed—replaced mutations as markers.

2. The inheritance of these markers was not observed in families, but instead their
retention was observed in a panel of hybrid cell lines.

3. Mapping resolution was limited to grouping of markers that are on the same chro-
mosome, therefore no linear marker orders or genetic distances between markers
are produced.

The first step in SCH mapping is creating a panel of hybrid cell lines produced by
cell fusion of donor cells from a species of interest with host recipient cells to form a
panel of hybrid cell lines (see Figure 18.1). Each hybrid cell line retains a unique sub-
set of chromosomes from the donor cell line, including a chromosome containing a
biochemical selectable marker that ensures that only hybrid cell lines are produced
from the fusion (Littlefield 1964).

The next step is to develop biochemical markers that can be distinguished between
the donor and recipient species. Initially, the availability of markers was a limiting factor
in constructing chromosome maps. Over the first decade, the number of genes mapped
to chromosomes increased from 2 to more than 300 (Walter and Goodfellow 1993).
Researchers did not have access to the abundance of messenger RNA (mRNA) and
DNA sequences that exists today, including more than 100 GB pairs available through
public databases such as GenBank (www.ncbi.nlm.nih.gov). The most important crite-
rion for marker development is that markers need to be scoreable in hybrid cell lines.
If a homologous marker from the recipient species is present, it must somehow be
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Figure 18.1. A schematic representing a fusion event between a donor cell line and a recipient
cell line in the formation of a Somatic Cell Hybrid panel. The hybrid cell lines retain the recipi-
ent cell genome, the donor cell chromosome containing the biochemical selectable marker, and
other donor cell chromosomes retained randomly. Each chromosome has a unique retention
pattern in the panel. For instance, markers observed in all of the hybrid cell lines would be on
the green chromosome, which is always retained because it contains the selectable marker.
Markers D and E are both retained in cell lines 1 and 2, therefore they are syntenic, or on the
same chromosome. Increasing the number of cell lines in a panel and the number of markers
observed increases the statistical confidence in the map. (Also see color plate.)



distinguishable from the donor marker. Markers that are not distinguishable are not
informative and cannot be included in mapping analyses. To distinguish between host
and recipient markers, researchers exploit differences in sequence and/or marker
length. This requires the comparison of donor and recipient sequences, which histori-
cally required quite an effort in itself. The 3� untranslated (UTR) or introns of genes are
typically examined when creating markers for genes. If base pair (bp) differences are
observed, then assays similar to restriction fragment length polymorphisms (Botstein
et al. 1980) can be developed that permit scoring the panel. This requires that the
sequence variation occur in the cleavage site of a restriction enzyme, therefore not all
variation can be used for marker development. After restriction digest, the homolo-
gous markers can be distinguished based on length using a Southern blot technique
(Southern 1975). More modern approaches use the polymerase chain reaction (PCR)
to amplify the marker to a quantity that would permit visualization using agarose gel
electrophoresis (Abbott 1992, Ephrussi and Weiss 1969, Mullis and Faloona 1987).
Even more recently, today’s technologies would employ capillary electrophoresis or
mass spectrometry to observe markers developed based on single nucleotide polymor-
phisms (Sobrino et al. 2005).

Included in the types of markers scored on SCH panels are Type I and Type II loci
as described by O’Brien and colleagues (1993). Type I loci represent genes that are
coded for in DNA and transcribed into RNA, and are most often translated into pro-
teins, that is, genes. These markers are often conserved between species, having simi-
lar DNA/protein sequences and physiological functions. Interest in mapping Type I
loci stems from the use of chromosome maps to identify genes affecting traits of inter-
est (Collins 1995, Lander and Botstein 1989). Constructing chromosome maps repre-
senting the linear order of genes can be used to identify regions of conserved synteny,
retention of genes on chromosome segments across species, and observe evolution at
the chromosomal level (Wakefield and Graves 1996). Taken one step further, candi-
date genes, hypothesized to affect a trait of interest, can be selected based on compar-
ative map information from a species with a better developed map for evaluation in a
species of interest (Womack and Kata 1995). Type II loci are highly variable and not
necessarily associated with genes. The value of Type II loci is their ability to be placed
on both physical and genetic maps, therefore providing a mechanism for integrating
their information. This class of markers includes microsatellites (Weber and May
1989), which have been used extensively in the construction of chromosome maps and
other genetic analyses because of their high degree of polymorphism and codominant
inheritance. See Chapter 5.

The concept of assigning genetic markers to chromosomes through SCH mapping
is based on the scoring (positive or negative) of each marker in each hybrid cell line.
Markers that are retained in the same hybrid cell lines are likely located on the same
chromosome (see Table 18.1).

Radiation Hybrids

Using the genetic map, Morgan could observe and predict the inheritance of
mutations in Drosophila based on the linear orders of mutations and the genetic
distances between them. Although SCH are excellent resources for mapping loci to
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chromosomes, their limitation is that their level of resolution is the chromosome,
therefore linear maps of chromosomes cannot be constructed. In 1975, Goss and
Harris reported the use of “irradiation and fusion gene transfer” to map four genes on
the long arm of the human X chromosome (Goss and Harris 1975). This strategy built
upon SCH genetics, with the additional step of irradiating the donor cell line prior to
fusion. Donor chromosome fragments, including those not containing a selectable
marker, were retained in the recipient cell line because they incorporated into the
host genome as insertions or translocations or as partial chromosomes that
retained their replication machinery. The development of linear maps was based on
the assumption that irradiation would cause breaks in chromosomes with equal prob-
ability between any two markers. At this point, mapping resolution was increased to
localization of large chromosomal segments.

In 1990, Cox and colleagues resurrected irradiation and fusion gene transfer tech-
nology by using a somatic cell hybrid containing only human chromosome 21 as a
donor cell line (Cox et al. 1990). Cox and colleagues were able to establish a linear
order of 14 DNA markers by observing their coretention in 103 hybrid cell lines. Once
again, resolution was increased. Along with this new technology, new sophisticated sta-
tistical analyses were developed to construct maps from RH datasets (Barrett 1992,
Boehnke et al. 1991). Similar to SCH mapping, RH mapping strategies are based on
the concept that markers that are close together on chromosomes will frequently be
coretained in the same hybrids; the probability that irradiation will induce a chromo-
some break between two markers decreases as the physical distance between the two
markers decreases. To provide adequate statistical support for mapping, marker reten-
tion frequencies, which is the percentage of times a marker is scored positive in an RH
panel, is critical. Optimal retention is 20–50% (Walter and Goodfellow 1993). RH
mapping is calculated based on the coretention of markers in fragments across the
panel. The estimated frequency of breakage between two markers is �, which ranges
from 0 to 1 and is analogous to recombination frequencies (r) used in genetic mapping.
A � value of 0 means two markers are always coretained, a value of 1 means they
are coretained at random. This raw value is then included in multipoint analyses and

316 Mapping Genomes

Table 18.1. A simplified example of a concordance table containing data from 8 markers
(A–H) scored on a panel of 9 somatic cell hybrids. Based on their co-retention in the panel, the
marker pairs A & B, C & D, E & F, and G & H are syntenic, meaning they map to the same
chromosome. A & B have been scored positive for every SCH cell line; therefore, they must be
located on the chromosome containing the selectable marker.

Somatic Cell Hybrid Lines

Marker 1 2 3 4 5 6 7 8 9
A + + + + + + + + +
B + + + + + + + + +
C + + + +
D + + + +
E + + + +
F + + + +
G + + +
H + + +



transformed into centiRays (cR)–the RH map unit–using map functions similar to
those of Haldane or Kosambi, which are used in genetic map construction. Hence,
observation of chromosome breaks between two markers in RH mapping is analogous
to observing recombination between two markers in genetic mapping. In fact, the term
“linkage” is often used in RH mapping. The frequency of chromosome breaks between
two markers is not only due to their physical distance, but also to the intensity of the
radiation used to create the panel. Siden and colleagues (1992) conducted experiments
to observe the effects of different dosages of radiation on a segment of the human
X chromosome. At 5,000 rad 10% of the clones retained the entire chromosome arm,
40% had fragments of 3–30 megabase (Mb), and 50% had fragments less than 3 Mb.
At 25,000 rad only 6% had fragments larger than 3 Mb. Therefore, the radiation hybrid
map-distance unit is annotated with a subscript stating the dosage used to create the
panel in rads (i.e., cR3000). Retention of multiple fragments from a single chromosome
in a hybrid cell line complicates analyses; therefore, 100–300 cell lines must be scored
for a panel to construct statistically significant maps.

Using Cox’s strategy, constructing a map of every human chromosome would require
prescreening of an SCH panel to identify the chromosome containing the markers fol-
lowed by subsequent screening of the appropriate chromosome specific radiation
hybrid panel. To simplify this procedure, Walter and colleagues (1994) reported the
development of whole genome radiation hybrid panels WG-RH (see Figure 18.2). The
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Irradiation

Irradiated
Donor Cells

Recipient cells

Fusion

Radiation Hybrids

1 2 3 4

Figure 18.2. A schematic representing irradiation of donor cells and fusion to recipient cells
to form a radiation hybrid cell panel. Donor cell fragments are retained in the hybrid cell lines
as translocations, insertions, or partial chromosomes retaining replication machinery. High
doses of radiation results in more chromosome breaks, increasing the mapping resolution of
the panel. Notice that multiple fragments from the aqua donor cell chromosome are retained in
hybrid cell 1. This complicates mapping analyses, therefore panels of �100 hybrid cell lines are
typically used to construct statistically significant linear marker orders. Similar to somatic cell
hybrid mapping, cell lines are scored as positive or negative for each marker. The higher the
frequency of co-retention for a set of markers, the closer they are expected to be to one another
on the chromosome. Multiple strategies exist for creating donor cell selectable markers. (Also
see color plate.)



benefit of this strategy is that screening all markers on a single panel of �100 radiation
hybrid cell lines can produce high-resolution maps of all chromosomes. Initially, WG-
RH panels were only developed to construct genome maps for humans (Stewart et al.
1997, Schuler et al. 1996, Gyapay et al. 1996) and mammalian model organisms includ-
ing mouse (Schmitt et al. 1996), rat (Watanabe et al. 1999), cat (Murphy et al. 1999), dog
(Priat et al. 1998), and rhesus macaque (Murphy et al. 2001). In 1997, Womack and col-
leagues (1997) developed the first WG-RH panel for an agriculturally important
species, the cow. Since then WG-RH panels have been constructed for mapping agri-
culturally important animal genomes including the pig (Yerle et al. 1998), horse
(Chowdhary et al. 2002), chicken (Morisson et al. 2002), and deer (Ramsdell et al.
2006). RH panels have also been constructed for several agriculturally important plant
species including cotton (Gao et al. 2004) and maize (Kynast et al. 2004).

Radiation Hybrid Mapping in Aquatic Species

In addition to mammalian model organisms, RH panels have also been produced to
construct genome maps for the zebrafish, an aquatic model organism used to study
the genetics of development, growth, reproduction, and disease resistance (Kwok
et al. 1999, Geisler et al. 1999, Hukriede et al. 1999). The Goodfellow T51 panel was
created by irradiating zebrafish donor fibroblasts with 3,000 rad and fusing them with
rodent recipient cells. To date more than 18,000 markers having an average retention
of 20–25% have been mapped using this resource. The public availability of this panel
has facilitated the development of high-density maps. Researchers worldwide are able
to purchase DNA from the panel, screen their markers, and analyze their new data
with previously compiled data for a large number of markers spanning the entire
genome.

To date the only RH panel and map reported for an aquacultured organism is for
the gilthead seabream (Senger et al. 2006). Similar to the zebrafish panel, this WG-RH
panel was created by irradiating a fibroblast cell line from seabream fin tissue with
3,000 rad of gamma rays and fusing it with a rodent recipient cell line. Although 170
radiation hybrid cell lines were produced, only 93 were necessary to construct a map
comprised of 440 markers, including 288 microsatellites, 82 genes, and 70 sequence-tag
sites. The marker retention average was �30% and ranged from 8–59%. The markers
were distributed throughout the genome, assembling into 29 linkage groups represent-
ing the n � 24 chromosomes in the species. On average each linkage group has 15
markers, ranging from 2–29; only 5/440 markers were unlinked. Based on an estimated
genome size of 800 Mb and total RH map length of 5,683 cR3000, the resolution of this
map is estimated to be less than 2 Mb. Comparative analyses with the genome
sequence of Tetraodon resulted in identification of 109 assignments of homology. This
map is being used to study chromosomal evolution and to identify traits affecting aqua-
culture production efficiency.

Future Perspectives of RH Mapping for Aquaculture Species

In recent years the availability of genome research tools for aquaculture species has
increased dramatically. However, these efforts have targeted the development of
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genome tools and reagents such as genetic maps, construction of bacterial artificial
chromosome (BAC) libraries (Shizuya et al. 1992) for the development of physical
maps (Marra et al. 1997), and the identification of expressed sequence tags (EST)
(Adams et al. 1993) for functional genomics. Species of great interest include catfish,
tilapia, rainbow trout, Atlantic salmon, oyster, and shrimp. One reason that RH pan-
els have not been developed is the increase in the number of species for which whole-
genome sequences are available, including Tetraodon, Fugu, and zebrafish. This has
led to the widespread expectation that technological advances will facilitate possibili-
ties for assembling whole-genome sequences; therefore, physical maps using other
technologies such as radiation hybrid mapping will become obsolete. Also, one limita-
tion to creating RH panels is that up to 1 year must be spent in cell culture. This is
quite an investment, especially since a large number of markers must be scored before
the panel’s quality can be determined. However, in spite of many community efforts
to develop genome-sequencing projects for aquaculture species, to date there has
been no success. As a result, more RH map resources for aquaculture species may be
developed in the next few years. For many of these species, sufficient genetic markers
are already available to produce high-density maps including ESTs, BAC-end
sequences, and microsatellites. Once developed and characterized, RH maps will
serve to integrate maps including multiple genetic maps, BAC physical maps, and
whole-genome scaffold sequences. High-density RH maps have been used in other
agriculture species to aid in the assembly of whole-genome sequences in an effort to
identify genes affecting agriculturally important production traits (Weikard et al.
2006). As demonstrated with seabream, RH maps for additional aquaculture species
will serve as comparative maps to be integrated with chromosome maps and/or
genome sequences of other species.
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Chapter 19
Comparative Genomics and 
Positional Cloning

Bo-Young Lee and Thomas D. Kocher

Genetic linkage maps of molecular markers have facilitated the identification of
quantitative trait loci (QTL) for economically important traits in a variety of cultured
fish species (Tao and Boulding 2003, Cnaani et al. 2004, Reid et al. 2005). In rainbow
trout, several QTLs have been identified for disease resistance (Palti et al. 1999,
Ozaki et al. 2001), environmental stress tolerance (Danzmann et al. 1999, Perry et al.
2001), and spawning dates (Sakamoto et al. 1999, O’Malley et al. 2003). In tilapia,
QTLs for sex determination and stress response have been identified in several differ-
ent species (Lee et al. 2003, Lee et al. 2004, Cnaani et al. 2004).

The next obvious goal is to identify the causative genes underlying these QTLs. By
identifying these genes, and studying their function, we will gain insight into the physio-
logical mechanisms underlying traits such as growth rate, salinity tolerance, and disease
resistance. Identification of the genes also lays the groundwork for marker-assisted
selective breeding to improve commercial stocks.

Positional cloning to identify the genes underlying QTL is still a very challenging
task, and requires a convergence of three genetic resources. The first of these is a
large population segregating for the QTL. Fortunately, most aquaculture species are
fecund, and rearing large F2 or backcross families is not difficult. The second
resource is a collection of closely spaced molecular markers to allow fine-scale genetic
mapping of the QTL. These are typically microsatellite markers, but increasingly
single-nucleotide polymorphisms (SNP) are being used. The third essential resource
is an ordered collection of physical clones, or even better, the DNA sequence, span-
ning the region containing the QTL. Because research funds are finite, it is not likely
that complete genome sequences for the great diversity of fish species used in aqua-
culture will be available soon. Only a few biomedical model species (e.g., Fugu,
Tetraodon, Oryzias, Danio) have been sequenced to date. Even if genome sequencing
is initiated for important aquaculture species, it will likely progress only as far as a rel-
atively incomplete draft assembly. For the foreseeable future, genome resources for
these species will be limited to moderate density genetic linkage maps of microsatel-
lite markers, and physical maps based on restriction fingerprints of large-insert bacte-
rial artificial chromosome (BAC) clones (Table 19.1). Nevertheless, even with this
minimal set of resources, it should be possible to positionally clone genes for impor-
tant traits.

Positional cloning is the process of mapping QTL to ever-smaller regions of the
chromosome until the causative gene is identified. Each time the region is narrowed;
new markers are identified and mapped, until a continuous path of clones or DNA
sequence are identified across the region of the QTL. Experiments then can be
designed to test the effects of mutations in particular genes within the region. Because
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of the large size of eukaryotic genomes and the typically low rates of recombination
within a particular interval, positional cloning can be challenging and tedious.

The speed at which a positional cloning project ‘walks’ along a chromosome can be
enhanced significantly through comparative mapping. Teleost fishes are a closely
related group, so comparative genomics can provide some insight into genome con-
tent and structure of species that have not been sequenced. Conservation of gene
order among fishes at scales of several megabases (Mb) allows us to use the relatively
complete sequences of model fish species to accelerate gene discovery and posi-
tional cloning of economically important traits in cultured fish. Figure 19.1 shows the
phylogenetic relationship of important aquaculture species relative to species with
sequenced genomes. Creative bioinformatics approaches allow us to take advantage
of the genome sequences of Fugu, Tetraodon, and Danio to predict the sequence of
genes in unsequenced species such as catfish, rainbow trout, and tilapia.

This chapter outlines a general strategy for leveraging the genome sequences of
model species to infer the gene content of QTL regions in aquaculture species. Our focus
is on tilapia, one of the most popular fish in aquaculture, for which extensive genetic link-
age maps and physical maps of fingerprinted BAC clones have been developed. Using
these resources, we demonstrate the development of a comparative map across a region
contributing to sex determination in the Nile tilapia (Oreochromis niloticus).

Genetic Linkage Maps as Resources for Comparative Mapping

Genetic maps containing a few hundred polymorphic markers provide a starting
point for determining the chromosomal location of cloned genes or markers (see Chap-
ter 10), and are also used as a framework for QTL analysis (see Chapter 11). Several
linkage maps of amplified fragment length polymorphism (AFLP) and microsatellite
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Figure 19.1. Phylogenetic relationships of important aquaculture species relative to species
with sequenced genome. This diagram is a synthesis of molecular and paleontological work,
especially Kumar and Hedges (1998) and ongoing work by Miya and colleagues (2003).



DNA markers have been developed using intra- and interspecific crosses among tilapia
species (Kocher et al. 1998, Agresti et al. 2000, McConnell et al. 2000). The most recent
map is based on the segregation of 525 microsatellite and 21 gene-based markers in an
F2 cross between O. niloticus and O. aureus. This map spans 1,131 centiMorgans (cM) in
24 linkage groups, and has an average marker spacing of 2.4 cM (Lee et al. 2005).

Expressed Sequence Tags as Resources for 
Comparative Mapping

Sequencing of complementary DNA (cDNA) clones to generate expressed sequence
tags (EST) is the most efficient method for gene discovery. ESTs are good anchors for
comparative mapping because the homology of particular sequences among species
can be readily assessed through sequence analysis. ESTs are also readily included in
genetic linkage maps by identifying SNPs or microsatellites in the ESTs. Microsatel-
lite markers developed from EST sequences are particularly useful because they serve
as both highly polymorphic markers for genetic mapping and highly conserved mark-
ers for comparative mapping. Because they are located near genes, the sequences
flanking the microsatellite are highly conserved, making it relatively easy to recover
the homologous sequences from related species by PCR amplification. For these rea-
sons, microsatellites associated with ESTs have become a favorite marker for compar-
ative mapping among fish species (Serapion et al. 2004, Rexroad et al. 2005).

Although relatively few tilapia ESTs are available in the public databases, large
numbers of ESTs have been developed for closely related species of haplochromine
cichlid from East Africa (Renn et al. 2004, Watanabe et al. 2004). Because these
species diverged from the tilapias only about 20 million years ago, they provide a rich
source of sequence information for tilapia genomics.

BAC Libraries and Physical Maps as Resources for 
Comparative Mapping

Libraries of large cloned fragments, contained in bacterial or yeast artificial chromo-
somes (BAC or YAC), are useful for constructing the physical resource of cloned DNA
spanning a particular gene or QTL (see Chapters 13 and 14). Several high-quality BAC
libraries have been produced for tilapia (Katagiri et al. 2001).

A BAC-based physical map of the tilapia genome has been developed by characteriz-
ing the restriction fragment fingerprints of about 35,000 BAC clones (Katagiri et al.
2005). Overlapping clones were identified from the fingerprint data using the computer
program FPC (version 6.0). This physical map consists of 3,621 contigs of overlapping
clones, and is estimated to span a total of 1.752 Gb in physical length (Katagiri et al.
2005).

Several methods are available to create physical maps at larger spatial scales.
Methods for mapping cloned DNA to chromosomes by fluorescent in situ hybridiza-
tion (FISH) are well developed for tilapia, as described in Chapter 17 (Harvey et al.
2003, Ezaz et al. 2004). Radiation hybrid maps (see Chapter 18) are also very useful,
but a radiation hybrid panel is not yet available for tilapia.
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Identification of BAC Clones Containing Genetically 
Mapped Markers

To relate the genetic and physical maps, it is necessary to screen the BAC libraries for
clones containing genetically mapped markers. We have used two methods for screen-
ing the BAC libraries.

The first method uses PCR to identify clones containing a particular marker
sequence. Rather than test each clone separately, the BACs are pooled in various
ways to reduce the number of PCR reactions required. Pools were constructed from a
total of 24,000 clones that provide approximately 2� coverage from the two tilapia
libraries with the largest inserts (Katagiri et al. 2005). These clones are stored in 252
96-well plates, and the initial step in pooling was to pool the clones from each row and
column. The row pools were then pooled to produce a single pool for each plate.
Groups of 25 plates were arranged in a 5 � 5 matrix, and ‘super-row’ and ‘super-
column’ pools made from the plates in the rows and columns of this matrix. Finally,
‘superpools’ were constructed from the 25 plates in each group. These pooled DNAs
allowed us to identify positive clones with a sequence of just four cycles of PCR
screening. We first screened the 10 ‘superpools’ to identify which groups of 25 plates
contained the marker. We then screened the ‘super-row’ and ‘super-column’ pools for
those groups to identify the particular plate containing the marker. Next, we screened
the row pools of a single 96-well plate to identify the positive row. A final round of
PCR confirmed the identity of the positive clone.

BAC libraries can also be screened by filter hybridization (Asakawa and Shimizu
1998, Foster et al. 2001). Nylon filters can be spotted with as many as 18,432 indepen-
dent clones. These high-density filters can be hybridized using either radioactive or
nonradioactive probes. We used filter hybridization to identify BACs containing some
EST markers in the sex-determining region.

Shotgun Sequencing

Once a clone containing a particular marker was identified, we used the database of
restriction fingerprints to identify overlapping clones. After confirming the marker
content of the clones in this contig, one or more clones were selected for shotgun
sequencing.

Initially a small sample of 100–200 sequences from each BAC were used to identify
the synteny between the BAC clone and the sequence of a reference genome. Each
BAC clone was sheared to small fragments and cloned into pGEM-T vector. Inserts
were amplified by PCR using the universal primer T7 or M13R. PCR products were
purified and cycle sequenced. Sequences were analyzed on an ABI 377 automated
DNA sequencer.

With the introduction of new sequencing techniques, it is now feasible to com-
pletely sequence each BAC. We contracted with 454 Life Sciences (Branford, CT) to
completely sequence a BAC from each of the three contigs in the sex-determining
region. We identified many genes and developed several new markers from the
sequence of these BAC clones.
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Identification of Sequence Similarities

Sequences from shotgun libraries were analyzed to identify homologous regions of
sex determination between tilapia and other fish species. We used the Basic Local
Alignment Search Tool (BLAST) algorithm to search the various databases of linkage
maps and genome sequences for fish species.

Our first efforts at comparative mapping used the Fugu genome sequence. Shot-
gun sequences from the sex-determining region in tilapia found several homologous
Fugu scaffolds. However, the largest of these scaffolds covered only 190 kilobase (kb),
which is too short to generate predictions useful for chromosome walking.

Medaka is the biomedical model most closely related to tilapia. Genome resources
for this species include an extensive genetic linkage map based on EST sequences,
and a preliminary genome assembly. The linkage map provides useful information
about conserved synteny at the largest spatial scales, but there is currently little over-
lap between the genes known from tilapia and the genes placed on the medaka link-
age map. The preliminary medaka genome assembly provides useful information at
the scale of sequence scaffolds (<8 Mbs).

The genome sequence of Tetraodon proved to be the most useful for our project,
because the sequence contigs have been joined into chromosome-sized scaffolds. Our
shotgun sequences identified a homologous region almost 2 Mb long on Tetraodon
chromosome 5. This information provided a good starting point for fine mapping and
chromosome walking in the sex-determining region of tilapia.

Reciprocal BLAST hits can provide good anchors for comparative maps, but raw
BLAST results must be used with care. High sequence similarities among nonortholo-
gous repetitive elements must be excluded from the analysis. Misleading BLAST
results are also common. For example, the rod opsin gene, which was derived by
reverse transcription from an early vertebrate green cone opsin gene, frequently gives
a higher BLAST score than the true orthologue of a cone opsin EST simply because
the sequence similarities form a longer continuous block.

The Major Sex-determining Region of the Nile Tilapia

Oreochromis niloticus has been mapped to LG1 (Lee et al. 2003). The sex-determining
locus lies between markers GM201 and UNH995 with an interval of 11 cM. Because
we had no additional markers in this interval, comparative information was needed to
develop new markers.

Fine Mapping

We started by polymerase chain reaction (PCR) screening the BAC library pools for
marker UNH995. We identified four positive BAC clones, and recovered the corre-
sponding BAC contig from the fingerprint database. We found a reliable contig of 22
BAC clones (FPC tolerance � 5, significance � 1e � 07). A minimum tiling path of
four clones across the contig was chosen for shotgun sequencing of 100–200 reads per
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clone. The shotgun sequences were searched using BLAST against the several fish
genome databases. Several of the sequences matched annotated genes and identified
homologous regions of other fish genomes. In particular, the BLAST results consis-
tently hit a block of genes Tetraodon chromosome 5. The sequence of other microsatel-
lite markers on tilapia linkage group 1 (UNH868, UNH213, and GM041) also hit
tetraodon chr5. The sex-determining region of LG1 seems to be syntenic with the
region of Tetraodon chr5 from 2.7 Mb to 4.8 Mb. The order of these markers in this
region is consistent between the two species (Figure 19.2).

We next sought to identify other gene sequences that might map to the same region
and that might be used to develop additional genetic markers across the interval. We
used BLAST to identify sequence similarities between cichlid ESTs and the corre-
sponding region of Tetraodon chr5. A microsatellite marker (BJ702072) was devel-
oped from one of the ESTs, and SNPs were identified in seven others (BJ692919,
BJ687805, BJ678620, AB004170, BJ675743, BJ690768, and BJ684727).

330 Mapping Genomes

Figure 19.2. Identification of the synteny of sex-determining region between tilapia and
Tetraodon. (1) Marker UNH995 was used for PCR probe to screen BAC pools and to identify
BAC clones containing the marker. (2) Using fingerprinting data and FPC analysis, a contig
containing the clones was identified. (3) A minimum tiling path of clones across the contig was
shotgun sequenced. (4) Shotgun sequences were blasted against Tetraodon genome database.
Square box in the Tetraodon chromosome presents a region that tilapia shotgun sequences hit
by BLAST. Dotted arrows indicated where the tilapia microsatellites marker hit in Tetraodon
chr5. The sex-determining region of LG1 seems to be syntenic with the 2.7�4.8 Mb region of
Tetraodon chr5.



These eight markers allowed us to further narrow the sex-determining region to
2.6 cM interval between markers BJ702072 and BJ675743 (Figure 19.3). This region
represents about 400 kb in the Tetraodon genome, and corresponds to about 1 Mb in
the tilapia genome. Although we have four informative EST markers within this
region, we have not yet identified any additional recombinants to narrow the interval.
We are currently genotyping several thousand additional fish to find recombinants.
As these new EST markers were mapped, we also used them to screen the BAC
libraries to complete the physical map across the region. BAC clones containing these
markers assembled into four separate contigs. We determined the orientation of
three of these contigs on the Tetraodon sequence by determining the marker content
of individual BAC clones (Figure 19.4). One BAC from each of these three contigs
was shotgun sequenced at 454 Life Sciences. These sequences confirmed the synteny
between tilapia and Tetraodon in this region. The three remaining gaps in the physical
map are being closed by chromosome walking in the BAC libraries. The complete
gene content of this region of the tilapia will not be known until the physical map and
sequencing are complete.
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Figure 19.3. Fine mapping of cichlid ESTs in the sex-determining region of tilapia. Using
BLAST analysis, some cichlid ESTs were collected by identifying sequence similarities between
cichlid ESTs and the corresponding region of Tetraodon chr5. Eight of them were successfully
mapped in the sex-determining region in tilapia. Markers started with BJ or AB present cichlid
EST. Recombinants were found for BJ702072 and BJ675743, which narrow the sex-determining
region to 2.6 cM. This region represents about 400 kb in Tetraodon genome, and corresponds to
about 1 Mb in the tilapia genome.



Conclusion

Many QTL for economically important traits are being identified in aquaculture
species including tilapia. Positional cloning to identify the genes underlying these
QTLs is still a very challenging exercise because high-density linkage maps or highly
redundant physical maps are not yet available for most of these taxa. Conservation of
gene order among fish at scales of several Mbs allows us to use the relatively complete
sequences of model fish species to accelerate gene discovery and positional cloning of
these genes. Comparative mapping has greatly accelerated our chromosome walks for
the genes controlling both sex determination and red skin color in tilapia.

Creative bioinformatics approaches will allow us to take advantage of the genome
sequences of Fugu, Tetraodon, and Danio to predict the sequence of genes in impor-
tant aquaculture species such as catfish, rainbow trout, and tilapia. We anticipate that
these informatic tools will enable a strategy that will allow the development of a com-
prehensive set of genetic, physical, and comparative maps for a new species for less
than $1 million, thereby extending the number of fish taxa that can be studied with
genomic methodologies.
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Chapter 20
Transcriptome Characterization 
Through the Analysis of Expressed 
Sequence Tags

Zhanjiang Liu

A good discussion of transcriptome analysis requires us first to review the genetic cen-
tral dogma and define our terms. The entire genetic material of an organism is
defined as its genome. The DNA of an organism is transcribed into RNA and then
translated into proteins as the final biologically active molecules. The entire RNA
composition of an organism thus is defined as its transcriptome while the complete
protein component of the organism is defined as its proteome. Although the genome
is relatively stable for a given organism, the transcriptome is dynamic depending on
changes in development, physiological conditions, and the environment. The RNA
expressed in a cell at any given moment, both the classes of genes expressed and their
level of expression, depends on the biological state of the cell.

Sequencing of expressed sequence tags (EST) has been a primary approach in the
characterization of the transcriptome. In addition, several approaches such as expres-
sion profiling using microarrays, as described in Chapters 21–23, serial analysis of gene
expression (SAGE), and massively parallel signature sequencing (MPSS), as described
in Chapter 22, have also been used for the characterization of transcriptomes. ESTs are
single pass sequences of random cDNA clones. They are partially complementary DNA
(cDNA) sequences corresponding to messenger RNAs (mRNA) generated from
randomly selected cDNA library clones. Therefore, knowledge and skill in cDNA
library construction, library normalization, and analysis of generated EST sequences
are essential for a good understanding of the transcriptome. In this chapter, I intend to
provide information on construction of normalized cDNA libraries for efficient gen-
eration and analysis of ESTs, and the significance of EST analysis for the genome
research of species lacking a sequenced genome. A successful EST project can provide
the sequence tools needed for not only gene discovery, but also for physical, linkage,
and comparative mapping, analysis of alternative splicing and gene duplication, and
microarray development.

Construction of Normalized cDNA Libraries for 
Efficient EST Analysis

EST analysis has traditionally been conducted by sequencing random cDNA clones
from cDNA libraries. Such an approach is efficient at initial stages of gene discovery,
but has proven to be inefficient in the gene discovery of rarely expressed genes. Theo-
retically, a typical fish or shellfish species expresses perhaps no more than 30,000
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genes, while the human genome contains only some 25,000 genes. At initial stages of
EST analysis, the gene discovery rate is almost linear to the EST sequences gener-
ated. Thus, it appears, at first glance, that even a small laboratory could complete
gene discovery of the entire transcriptome of a species in less than a year. For
instance, if one can sequence 100 ESTs a day, it only takes 300 days to complete
30,000 ESTs. However, the rate of gene discovery usually drops precipitously soon
after reaching a level of several hundred ESTs. This phenomenon can be easily
explained when one considers that several hundred of the most abundantly expressed
genes make up the vast majority of the mRNA mass in cells. The chances of encoun-
tering cDNAs representing rarely expressed genes, therefore, are small without nor-
malizing the cDNA library. For example, only 100 genes accounted for 33.9% of the
transcriptome in the head kidney of channel catfish (Table 20.1). Only 23 genes,
sequenced five or more times, accounted for 250 clones of the 1,093 clones (22.8%)
sequenced from the catfish liver (Figure 20.1). It is estimated that levels of mRNA
can range from 200,000 copies to 1 or fewer copies per cell (Galau et al. 1977). By
using regular cDNA libraries, the most abundantly expressed genes would have been
sequenced 200,000 times before the most rarely expressed genes are sequenced just
once. Clearly, EST sequencing from non-normalized libraries is inefficient for gene
discoveries of rarely expressed genes. Normalization decreases the prevalence of
clones representing abundant transcripts and dramatically increases the efficiency of
random sequencing and rare gene discovery.

Normalized cDNA libraries are cDNA libraries that have been equalized in repre-
sentation to reduce the representation of abundantly expressed genes and to increase
the representation of rarely expressed genes. This concept was initially proposed by
Dr. Soares and others (1994) and further modified by Bonaldo and others (1996). In the
original protocol, partial extension products of the cDNA library were used as drivers.
Single-stranded (SS) libraries were prepared. The SS-library was then extended from
poly A for 20–200 bases. The partially extended products were used to hybridize to the
cDNA. After hybridization, the double-stranded (DS) fraction is removed by using
hydroxyapatite columns, and the remaining SS fraction is converted to DS cDNA and is
included in the normalized cDNA library (Soares et al. 1994). The protocol was then
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Table 20.1. The top 100 expressed genes account for 33.9% of
the transcriptome of the channel catfish head kidney.

No. of Genes Clones % sequenced

10 100 9.4
20 302 14.3
30 389 18.5
40 462 21.9
50 520 24.7
60 570 27.1
70 615 29.2
80 655 31.1
90 685 32.5
100 715 33.9



modified to use polymerase chain reaction (PCR) amplified cDNA inserts as drivers
(Bonaldo et al. 1996). In some other cases, mRNA has also been used as drivers. In
these cases, the corresponding mRNAs used for cDNA synthesis were biotinylated with
photobiotin and used in excess for hybridization with the cDNA. The hybridization was
then treated with streptavidin, followed by phenol extraction to remove the cDNAs that
hybridized to the biotinylated mRNA. The cDNA-mRNA hybrids and mRNA are
removed by phenol extractions. Only the unhybridized cDNA remain in the aqueous
phase for use in construction of normalized libraries. While the details of how the sub-
traction is conducted may differ greatly, the basic principles behind normalization are
the same (i.e., they all depend on the faster hybridization kinetics of abundantly
expressed genes to form DS complexes that can be removed by various means, whereas
it takes a long time for the rarely expressed genes to reassociate).

We have used the Creator™ SMART™ cDNA Library Construction Kit for the syn-
thesis of cDNA (Zhu et al. 2001). Use of this kit is purely based on the experience of
the author whose intention is not to provide a thorough list of methodologies, but to
provide a procedure with personal experience. (For alternative methods, readers are
referred to Chapter 22.) In our experience, this kit provides high-quality, full-length,
directionally cloned cDNA libraries from nanograms of total or poly A� RNA. This
system has two unique characteristics. The first is provided by the SMART (Switching
Mechanism At 5� end of RNA Transcript) that offers the ability to synthesize full-
length cDNA (Figure 20.2). Most commonly used cDNA synthesis methods rely on the
ability of reverse transcriptase (RT) to transcribe mRNA into SS DNA in the first
strand reaction. In some cases, RT terminates before transcribing the complete mRNA
sequence. This is particularly true for long mRNAs, especially if the first strand synthe-
sis is primed with oligo(dT) primers only or if the mRNA contains abundant secondary
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Figure 20.1. Expression profiles and sequencing redundancy among known genes in the
analysis of ESTs from the channel catfish liver tissue, adopted from Liu (2006).
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Figure 20.2. Schematic presentation of the procedures for the construction of normalized
cDNA libraries, adopted from Liu (2006).

structures. The SMART system is designed to preferentially enrich for full-length
cDNAs, while eliminating adaptor ligation. The mechanism for the enrichment of full-
length cDNA is the use of a 5�-linker with 3�-GGG tails. RT has terminal transferase
activity that preferentially adds three additional Cs at the end of first-strand cDNA. As
a result, the first strand cDNA is able to base pair with the 5�-linker with 3�-GGG tails.
Once base paired, the RT would switch the template and extend into the linker



sequences allowing PCR amplification of full-length cDNA. Truncated cDNAs are not
able to base pair with the 5�-linker, and therefore, get lost in the PCR amplification of
the full-length cDNA. The second feature is provided by the Creator system. The Cre-
ator system allows the transfer of a target gene from a single donor vector directly into
multiple acceptor expression vectors using Cre-loxP recombination. Using this
method, any gene cloned into a specialized cloning vector (such as pDNR-LIB) can be
transferred into any acceptor vector for functional analysis without the need for
subcloning. Since this feature is less relevant to EST analysis, interested readers
are referred to the Web site of BD Biosciences (http://www.clontech.com/clontech/
techinfo/manuals/PDF/PT3577-1.pdf).

cDNA Synthesis

Depending on the availability of biological samples, different protocols should be
adopted. If biological samples are limiting (e.g., 50 nanograms [ng] of total RNA),
cDNA synthesis can be accomplished by long-distance PCR. In this protocol, a modi-
fied oligo(dT) primer (CDS III/3� PCR Primer) primes the first-strand synthesis reac-
tion, and the 5�-linker serves as a short, extended template at the 5� end of the mRNA
(Figure 20.2). When the RT reaches the 5� end, the enzyme’s terminal transferase activ-
ity adds a few additional nucleotides, primarily deoxycytidine, to the 3� end of the
cDNA. The 5�-linker, which has an oligo (G) sequence at its 3� end, base pairs with the
C stretch, creating an extended template. RT then switches templates and continues
DNA synthesis to the end of the 5�-linker. The resulting full-length ss cDNA contains
the complete 5� end of the mRNA, as well as the sequence complementary to the 5�-
linker. Now long distance PCR is used to amplify the cDNAs using the 3� PCR primer
and the 5�-primer. Only those SS cDNAs having a 5�-linker sequence at the 5� end and
the 3�-linker sequence at the 3� end can serve as templates for PCR. Incomplete cDNAs
lacking the linker sequences will not be amplified, thus allowing construction of cDNA
libraries with a high percentage of full-length cDNAs. If biological samples are not lim-
iting (e.g., 1 �g or more poly A� RNA is available), after the first cDNA is made, direct
primer extension is conducted using the 5�-linker to generate the second-strand cDNA.

The quality of mRNA or total RNA (in case of small amounts of starting material)
is the key to the construction of high quality cDNA libraries or the normalized
libraries thereafter. We generally check the quality of RNA by running a gel. Typi-
cally, the 28S and 18S RNA should form tight bands and the mRNA appears as a
smear (Figure 20.3). The ratio of the two bands should be roughly 2:1 (28S:18S). If the
prominence of the 28S RNA is decreased, it is a reflection of partially degraded RNA.

Normalization and Subtraction

Several strategies have been developed for the normalization of cDNA libraries. The
fundamental principles behind all the normalization procedures are the same, and
they all depend on the differential hybridization of abundant molecules over rare
molecules. We have used a strategy using the Evrogen TRIMMER DIRECT Kit
(http://www.evrogen.com/p3_2.shtml). This system is specially developed to normalize
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cDNA enriched with full-length sequences (Zhulidov et al. 2004). The method
involves denaturation-reassociation of cDNA, degradation of DS-fraction formed by
abundant transcripts, and PCR amplification of the equalized SS-DNA fraction. The
key element of this method is degradation of the DS-fraction formed during reassocia-
tion of cDNA using Duplex-Specific Nuclease (DSN) enzyme (Shagin et al. 2002). A
number of specific features of DSN make it ideal for removing DS-DNA from complex
mixtures of nucleic acids. DSN displays a strong preference for cleaving DS-DNA in
both DNA-DNA and DNA-RNA hybrids, compared to SS-DNA and RNA, regardless
of the sequence length. Moreover, the enzyme remains stable over a wide range of
temperatures and displays optimal activity at 55–65°C. Consequently, degradation of
the DS DNA-containing fraction by this enzyme occurs at elevated temperatures,
thereby decreasing loss of transcripts due to the formation of secondary structures and
nonspecific hybridization involving adapter sequences.

In addition to the normalization procedures, we have also used additional drivers
for subtraction. The subtraction drivers were determined from our previous EST
analysis of 40,000 ESTs of catfish. Cluster analysis of the catfish ESTs allowed the
identification of abundantly expressed genes. We decided to subtract any message
whose representation was more than 2 out of 10,000. In other words, if the transcript
was found more than 8 times in the 40,000 ESTs, they were defined as abundantly
expressed. This led to the identification of 538 genes for subtraction. The inserts of
the EST clones containing these 538 genes were amplified and used as additional
drivers for subtraction.

The remaining procedures for the construction of normalized cDNA libraries are
straightforward. However, in our experience with the CloneTech’s vector pDNR-Lib,
a control of “vector only ligation” appeared to be important. The reason is that the
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Figure 20.3. Quality checking for RNA (A), cDNA synthesis (B), and normalized cDNA (C).
Lanes 1–5 of (A) were RNA from head kidney, liver, skin, muscle, and gill; lane 1–3 of (B) were
cDNAs made from muscle, liver, and head kidney. Note the prominent bands over cDNA
smear. Lane 4 of (B) is 1 kb molecular weight standard; Lanes 1–4 of (C) were normalized
cDNAs from head kidney, liver, and gill with lane 5 of (C) as 1 kb molecular weight standard.
Figure was adopted from Liu (2006).



cloning vector is prepared by isolation of the vector backbone after restriction diges-
tion using Sfi I endonuclease. In the vector, two Sfi I sites exist with different
sequences that are referred to as Sfi IA and Sfi IB. If the vector is digested at only one
site, then the vector self ligation can lead to the very high rate of insertless clones. As
the quality of the vector preparation may vary from batch to batch, a control ligation
of vector DNA only should reveal if the background is a problem immediately.

Significance of EST Analysis, Its By-products, 
and Applications of EST Resources

The significance of EST analysis has been recognized ever since the first EST analysis
experiment was conducted (Adams et al. 1991). However, most scientists who are not
familiar with EST analysis may only partially recognize its value. In this chapter, I will
provide information concerning objectives of genome research that can be reached by
EST analysis.

EST Analysis Is One of the Most Rapid Methods for 
Gene Discovery and Identification

EST analysis is one of the most rapid approaches for gene discovery. A small collec-
tion of ESTs in a species without any genome information can result in the rapid iden-
tification of a large number of genes. Gene discovery and identification is, therefore,
the primary function of EST analysis.

Back in the 1980s, to clone a gene or a cDNA was very difficult. Ph.D. students
were put to the hard task of gene cloning for 3 to 6 months to clone a cDNA. In most
cases, the cloned cDNAs were quite highly expressed. Adams and others (1991) put
forth a procedure defined as the analysis of ESTs that technically involves direct
sequencing of random cDNA clones. However, the outcome was extremely signifi-
cant. Rather than conducting cDNA cloning through traditional screening, rescreen-
ing, purification, and sequencing, direct sequencing of cDNA clones allows rapid
gene discovery that often times includes the cDNAs for the genes of interest. At the
same time, many other cDNAs are identified that are also of high scientific interest.
For instance, during our EST work back in 1997 using manual sequencing, analysis of
just 100 clones from the pituitary cDNA library led to the identification of growth
hormone, gonadotropins, prolactin, and proopiomelanocortin cDNAs, all of which
were of great interest, and the cloning of which would have otherwise taken us a much
longer period of time and greater effort and resources (Karsi et al. 1998). Sequencing
of 2,228 EST clones from the head kidney tissue allowed identification of 753 distinct
known genes plus 739 unknown gene clones (Cao et al. 2001). Sequencing of 1,201
clones from the brain led to the identification of 330 known genes plus 330 unknown
genes (Ju et al. 2000). In 2001, the catfish EST collection reached a historical 10,000
clones that allowed the identification of 5,905 genes. These ESTs were the basis for
the first aquaculture species to be listed under the TIGR Gene Index in 2002. As of
2005, our catfish EST collection reached 44,000 that represented 25,000 unique gene
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sequences. Clearly, it is the high gene discovery rate of EST analysis that has allowed
the identification of such a large number of genes. To the best of my knowledge, there
is no other method that can provide an equal gene discovery rate as EST analysis
while also providing long-term genome resources for many other applications.

Because of the exceptionally high gene discovery rate of the EST approach, EST
analysis has been extremely popular. The EST database dbEST has been one of the
fastest growing databases at the National Center for Biotechnology Information
(NCBI). As of January 20, 2006, there are 32,889,225 entries in the NCBI’s public
EST database dbEST (http://www.ncbi.nlm.nih.gov/dbEST/dbEST_summary.html).

ESTs Provide a First Glance at Gene Expression Profiles

EST sequencing from non-normalized cDNA libraries should reveal the true repre-
sentation of the mRNAs in the tissues or cells from which the cDNA libraries were
made. Large-scale EST analysis is, therefore, a direct way to conduct expression pro-
filing (Franco et al. 1995, Azam et al. 1996, Lee et al. 2000). It offers a rapid and valu-
able first look at genes expressed in specific tissue types, under specific physiological
conditions, or during specific developmental stages (Ju et al. 2002, Cao et al. 2001,
Karsi et al. 2002, Kocabas et al. 2002). To demonstrate this point, once again, let me
use the example of our EST work from the pituitary of catfish. Sequencing of just 100
EST clones revealed that the majority of clones sequenced from the pituitary were in
the category of hormones (Karsi et al. 1998). As we all know, the pituitary is the organ
whose main function is production of hormones involved in various physiological reg-
ulations. When large numbers of ESTs are sequenced, a relatively accurate picture
can be obtained for gene expression profiling, as has been demonstrated in various
species (Kurobe et al. 2005, Song et al. 2004, Kimura et al. 2004, Lo et al. 2003).

When EST analysis is conducted using cDNA libraries constructed from various
tissues, the generated ESTs can provide a comprehensive comparison of gene expres-
sion in different tissues. In most recent cases, such tissue expression profiling has
been mostly accomplished by microarray analysis. However, direct sequencing of
ESTs from tissue libraries can provide very similar information. In addition, EST
analysis using cDNA libraries from various tissues provides a greater control to inves-
tigators as to how deep each library is sequenced. Alternatively, some investigators
prefer to attach a molecular tag on each of the tissue cDNAs by using different adap-
tors attached to the oligo dT primers during the first-strand cDNA synthesis. Such
molecular tags allow tracking of the cDNAs for the tissues from which they were
derived. This value of EST analysis is undoubtedly signified by the greater power of
emerging sequencing technologies (see Chapter 25).

ESTs Provide a Robust Approach for the Study of 
Alternative Splicing and Differential Polyadenylation

ESTs provide a good deal of information about alternatively spliced and polyadeny-
lated transcripts. Although the number of genes now seems to be quite smaller than
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we once thought, the number of distinct transcripts can be much larger. As summa-
rized in a recently published special issue of Science, the total number of distinct tran-
scripts can be one order of magnitude larger than the number of genes. (A series of
reviews on RNA can be found in the September 2, 2005 issue of Science, Vol. 309, No.
5740). Alternative splicing and differential polyadenylation are probably widespread.
Different transcripts probably exist in nature for many, if not most, genes. However,
using traditional molecular biology approaches, one would have no way of knowing
what other transcripts are expressed in the cells, other than the few that have been
accidentally identified. In contrast, a wide variety of transcripts are sequenced in EST
projects. If primary cDNA libraries are used, the chances of finding various tran-
scripts are proportional to the representation of the transcripts in the mRNA pool.
However, if normalized libraries are used, the chances of finding rare types of tran-
scripts are greatly increased.

EST Analysis Is the Most Efficient Way for the Identification 
of Type I Polymorphic Markers

ESTs provide great opportunities for the identification of Type I polymorphic mark-
ers. Markers can be divided into Type I markers and Type II markers. Type I markers
are markers associated with genes of known functions, whereas Type II markers are
markers developed from anonymous genomic regions. Obviously, when polymor-
phism is the major interest, sequence variations within gene coding regions are lower
as restricted by functional constraints, and thus development of Type I markers is rel-
atively more difficult. However, Type I markers are of greater value because genes are
highly conserved across a wide spectrum of evolution. In addition to their value for
linkage mapping, Type I markers are also useful for comparative mapping. EST analy-
sis can provide two types of Type I markers: single nucleotide polymorphism within
transcripts, and microsatellites associated with ESTs. As a matter of fact, these
approaches to developing Type I markers are among the most effective approaches.
For instance, a single nucleotide polymorphisms (SNP) rate of 1.32% was found dur-
ing analysis of 161 genes in catfish, making comparative EST analysis one of the most
efficient approaches for the identification of SNP markers within genes (He et al.
2003). Analysis of 43,033 catfish ESTs led to the identification of 4,855 EST clones
containing microsatellites (11.2%). Further cluster analysis revealed that the majority
(4,103) clones represent unique genes (Serapion et al. 2004). Obviously, not all
microsatellites identified in EST analysis are directly useful as markers. Several situa-
tions may be encountered. First, the microsatellites may exist at the very upstream of
ESTs; second, the microsatellites may exist in the downstream immediately before
poly A; and third, the microsatellites may be flanked by simple sequences. In all of
these three cases, the identified microsatellites cannot be directly used until further
sequences are obtained by genomic sequencing. In addition, flanking sequences used
for primer design may amplify introns that are not known from EST projects, making
allele prediction difficult. Nonetheless, as a by-product of EST sequencing, EST-
associated microsatellites are by far the most efficient way for the development of
Type I microsatellite markers.
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Related ESTs Are Useful for the Identification of Duplicated Genes

EST analysis provides one of the most efficient ways for the identification of dupli-
cated genes. Gene duplication is a widespread phenomenon in fish. Despite the great
debate about the origins of duplicated genes, whether through entire genome dupli-
cation followed by differential gene retention and gene loss, or through duplication
that does not involve duplication of the entire genome, studies of duplicated genes
are still limited by technical difficulties. Even for entirely sequenced genomes,
genome assembly can even be hindered by duplicated segments. EST analysis should
produce sequences of related transcripts that can be analyzed through phylogenetic
approaches. For instance, if two related transcripts are found from channel catfish
and one of them is more closely related to a transcript from blue catfish than related
to the other transcript from channel catfish, these two transcripts are likely encoded
by two duplicated genes, rather than products of allelic variation. The rationale is that
allelic variation of the same species should be smaller than the variation between
species. In this case, if the two transcripts are more closely related between the two
species, the transcripts are likely orthologs. In contrast, if the transcripts are more dis-
tantly related, even though it is encoded by the same species, it is likely a paralog
(gene duplication products in evolution). Therefore, through large-scale EST analysis
followed by phylogenetic analysis, large-scale differentiation of orthologs and par-
alogs becomes possible.

ESTs Serve as the Basis for Comparative Mapping

The basic concept of comparative mapping is based on the assumption that the
genomes of closely related species are highly conserved in the organization of their
genes (see Chapter 19). Thus, ESTs can be used as a great resource for comparative
mapping. First, EST resources from aquaculture species can be analyzed to determine
on which chromosomes their corresponding genes reside in completely sequenced
genomes such as zebrafish and Tetraodon nigroviridis. We have found that the Tetraodon
genome sequence is of good quality and works well for comparative genome analysis.
For instance, a large number of catfish ESTs have been identified to correspond
to genes from all 21 chromosomes of Tetraodon (see Table 20.2 for an example). The
idea is that if the genome organization is highly conserved between the catfish and
Tetraodon, then many of the chromosome-specific ESTs should also be located on the
same chromosomes in catfish. Testing of this hypothesis should be much easier than
mapping blindly without any information. Second, once conserved syntenies are identi-
fied, the genes between the conserved genes can be easily verified by using the EST
resources. For instance, in a recent study involving BAC-end sequencing, more than 100
mate-paired genes were identified on both ends of BAC-end sequences (Xu et al. 2006).
Direct Basic Local Alignment Search Tool (BLAST) searches allowed identification of
conserved syntenies with the zebrafish and Tetraodon genomes. Once the conserved
syntenies are identified, the internal genes between the mate-paired genes on the BAC-
ends can be inferred by determining the genes between these genes in the zebrafish or
Tetraodon genomes. Once the gene identities are determined, sequencing primers or
hybridization overgo probes can be designed using the EST resource. Direct BAC
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sequencing or overgo hybridization should verify if the genes existing between the mate-
paired genes in zebrafish or Tetraodon indeed also exist in the same location in catfish.
Such an approach has been demonstrated to be highly efficient for comparative map-
ping (Xu et al. 2006).

ESTs Provide the Basis for Integration of Genetic and Physical Maps

For efficient genome research, linkage maps constructed by genotyping of a resource
family or families using polymorphic DNA markers need to be integrated with the
physical maps. In most cases these days, particularly with aquaculture species, physical
maps are constructed using BAC-based contigs. Mapping of Type I markers derived
from EST analysis on both the linkage map and the physical map would effectively
integrate the two maps. Although mapping of Type I microsatellites and SNP on link-
age maps is straightforward by traditional linkage mapping, mapping of the same set of
Type I markers to BACs requires hybridization. Traditionally, isolation of a large num-
ber of probes from cDNA clones and hybridization would involve a large amount of
work. However, use of overgo probes (Figure 20.4) can significantly reduce the work-
load for the isolation of purified probe fragments. In this strategy, an oligonucleotide
primer can be selected in the coding region of the cDNA, and an antisense primer is
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Table 20.2. An example of the utility of ESTs for comparative mapping. Here, Tetraodon chro-
mosome-specific catfish EST hits are shown along with their microsatellite repeats for future
mapping.

Tetraodon Tetraodon Repeat # of 
Chromosome Query Catfish Hit E-value Location (bp) Motif repeats

1 CAG04525 BM028034 2E-20 1 gt 11
1 CAF91213 BM425454 6E-19 461 tg 8
1 CAG07953 CB936804 8E-27 527 ca 23
1 CAG07953 CB936804 8E-27 575 ca 9
1 CAG01395 CB938863 3E-74 635 tc 10
1 CAG08047 CF262362 3E-20 18 ac 14
1 CAG05652 CF971555 2E-31 429 tga 15
1 CAF93405 CK403365 1E-37 403 aata 5
1 CAG01184 CK410393 1E-73 587 gt 14
1 CAG06269 CK411617 2E-55 152 gt 16
1 CAG01390 CK412611 2E-11 108 gatg 5
1 CAG01390 CK412611 2E-11 425 gttt 5
1 CAG08382 CK414367 2E-83 833 ac 14
1 CAG11623 CK414895 2E-29 43 ag 9
1 CAG11623 CK414895 2E-29 61 aaag 5
1 CAG10993 CK415834 9E-17 616 tg 9
1 CAG09843 CK417836 4E-64 575 atg 10
1 CAG10133 CK422325 4E-15 491 at 10
1 CAF99087 CV987962 3E-15 430 agc 6
1 CAG01185 CV988882 3E-63 574 gac 6
1 CAG01185 CV988882 3E-63 595 gac 6



then designed to partially overlap with the sense primer by 8 base pairs (bp). The
primers would form a duplex upon annealing to each other, forming a structure that
would be perfectly primed for “filling in” reactions by polymerase. Radioactive or fluo-
rescent nucleotides can be used during “filling in” reactions to label the overgo probes.

ESTs Provide the Basis for the Development of Microarray Technology

Lastly, ESTs provide the material basis for the development of cDNA microarrays.
cDNA microarrays are constructed by amplification of the inserts from a pool of unique
ESTs. Therefore, in most cases, after EST sequencing, ESTs are analyzed through clus-
tering analysis using various software packages. Once the cluster analysis is completed,
the investigator should know how many unique genes the ESTs represent. The inserts of
the distinct and unique EST clones are then amplified using PCR, and the PCR prod-
ucts printed on microarray slides. As a note, ESTs are also very important for the verifi-
cation of gene models for completely sequenced genomes. As we all know, the Human
Genome Project was initially announced to be complete in 2000. Politicians such as
President Bill Clinton and Prime Minister Tony Blair declared the historical completion
of the project at this date, the Human Genome Project was reannounced to be complete
in 2002, and once again was announced to be truly completed in 2004. Between 2000
and 2004, the total number of genes included in the human genome was reduced from
40,000 to approximately 25,000. Many wondered what could account for the large
reduction of 15,000 genes because the world’s most intelligent and highest caliber scien-
tists were involved in the mapping and assembly of the human genome. These scientists
had learned that, without the hard evidence of gene products such as ESTs, it was not
possible to have an accurate picture of how many genes humans encode. The 40,000
gene number came from computational predictions in 2000, 15,000 (37.5%) of which
were later found to be unsupported by EST evidence and other expression data.

Criteria for Successful EST Projects

The factors one needs to consider for a successful EST project depend on the objectives
of the project. However, a set of criteria should be established at the inception of an
EST project and used to measure its subsequent level of success. These criteria include
a high gene discovery rate, a high gene identification rate, a high capacity for the identi-
fication of gene-associated Type I markers, a high rate of full length cDNAs, the ability
to differentiate orthologs and paralogs, the ability to identify alternatively processed
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Figure 20.4. The heteroduplex formed between overgo probe primers. This structure serves
as template for filling in reactions of polymerase, during which the newly synthesized probes
can be labeled. Figure was adopted from Liu (2006).



transcripts, and an organized inventory so that the ESTs can be used to develop cDNA-
based microarrays or be distributed to other researchers upon request.

Before the start of an EST project, the researchers should evaluate the entire pur-
pose of the project in relation to their genome program. For instance, if interspecific
hybrid systems are used for linkage mapping, then development of ESTs from both
species in parallel may be of interest because many Type I markers developed from
the EST project should be directly useful for mapping, as we have done with channel
catfish and blue catfish (He et al. 2003).

The number of individuals used for construction of cDNA libraries is important for
the identification of SNPs within the cDNAs. For the most part, the majority of aqua-
culture species are either diploid organisms or tetraploid organisms. Therefore, there
should be some level of allelic variation in cDNA sequences. However, including mul-
tiple individuals in the library should increase the possibility of SNP identification. In
the construction of the catfish cDNA libraries, we used 10 individuals that were
required for the collection of sufficient biological samples, but also for the considera-
tion of SNP discoveries.

If EST analysis is a part of broader transcriptome analysis, inclusion of biological
samples containing various genetic backgrounds, tissues, developmental stages, and
physiological conditions should be considered. For instance, if disease defense genes
are of interest, it is best to include tissue samples after infection because some of the
defense-related genes may be expressed only after infection. Inclusion of various tis-
sues should allow the capture of various tissue-specific transcripts in sequenced ESTs.
Many genes are developmental-stage specific. For instance, genes expressed at early
stages of life can only be captured by using embryonic samples at various stages. Simi-
larly, certain genes are expressed only in certain physiological conditions. For instance,
genes related to reproductive processes likely are expressed when the animals are sex-
ually mature.

The most important factor for a successful EST project is the quality of cDNA
libraries. Of the important criteria for EST projects, most of them are correlated with
the quality of cDNA libraries, for example, gene discovery rate, gene identification
rate, percentage of known genes with complete open reading frames, etc. The most
significant consideration is the quality of starting RNA samples, the production of
full-length cDNAs, and efficient normalization.

Several quality standards pertain to EST sequencing or postsequencing analysis.
Of these, important factors to consider include average EST length, quality scores of
ESTs, usefulness and accessibility of ESTs, timely GenBank submission, and proper
level of annotation. EST length and sequence quality is often related to plasmid qual-
ity. Standard plasmid kits such as those from Qiagen provide high quality plasmid
DNA that allows long, high quality sequencing reads.

After completion of EST sequencing, proper annotation is crucial to make the ESTs
useful. If the ESTs are properly annotated, they will be searchable in the public data-
bases. Simply “dumping” the raw EST sequences into public databases makes the EST
sequences much less useful not only for other researchers, but also for the “dumpers”
themselves. Finally, a good clone inventory is required for successful EST projects
because the investigators need to be able to provide any clone upon request. Scientists
are excellent in discovery and innovation, but are relatively poor when it comes to inven-
tory. A telling comparison can be made between a scientist’s ability to find proper inven-
tories of EST clones with that of a supermarket to find retail items in the warehouse. It
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likely takes far less time for Wal-Mart workers to find any of the tens of thousands of
items in their warehouse than for a scientist to find a cDNA clone from his/her freezer.
ESTs are valuable long-term resources that require careful inventory practices to ensure
their availability in the future. In fact, EST resources often grow in value to the
researcher over time. For example, as the genome resources of catfish have grown, ESTs
initially used for simple gene discovery and expression analysis are now useful in marker
development, comparative mapping, and gene duplication studies.
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Chapter 21
Microarray Fundamentals: Basic Principles
and Application in Aquaculture

Eric Peatman and Zhanjiang Liu

Researchers have long harnessed the basic molecular principle of nucleic acid
hybridization to study the expression patterns of cell transcripts. Transcript studies
allow a valuable assessment of the genetic response to environmental changes (i.e.,
infection, temperature, feeding rates). Incremental progress over the last 2 decades
has been made from radioactively labeled probing of one gene to tens of genes to
nylon-filter-based macroarrays containing hundreds of genes. In early years, progress
in transcript detection techniques largely corresponded to strides in gene sequencing
and discovery. However, as gene sequencing grew exponentially in the early 1990s and
genomic approaches revolutionized molecular biology, a similarly radical leap for-
ward was needed to bring transcript studies into the “–omics” era. Microarray tech-
nology provided such a boost by combining simple nucleic acid hybridization with
high-density spotting robots, fluorescence-based signal detection, high-resolution
laser scanners, and bioinformatic tools, allowing simultaneous expression analysis of
thousands of genes (Schena et al. 1995). In situ oligonucleotide synthesis through
photolithography (Fodor et al. 1991) as developed by Affymetrix, offered even
greater gene densities than spotted arrays, albeit at a much higher cost. A decade of
refinements of both spotted and in situ microarray technologies have resulted in fur-
ther capacity increases and widened array applications without altering the funda-
mentals of either approach. Microarray technology is now widely accessible in
biomedical and agricultural genetics research. Only within the last several years, how-
ever, have researchers in aquaculture species generated sufficient expressed sequence
tags (EST) to justify using transcriptomic approaches for expression analysis. Further-
more, the high cost of microarray technology has hindered its implementation in
underfunded species groups. Of the aquaculture species cultured most prevalently
around the world, the majority still lacks microarray resources. A current review of
microarray technology, therefore, from an aquaculture perspective should be helpful
for the many species groups only now beginning to harness the potential of genomic
approaches to research. In this chapter, we will review the basic principles of microar-
rays, present and compare the two prevalent array technologies, and discuss impor-
tant factors to consider before beginning microarray research. Because of the
complicated and ever-changing nature of microarray research, it is beyond the scope
of this chapter to provide detailed protocols or exhaustive lists of microarray tech-
niques and tools. Readers looking for more technical details after reading this chapter
are referred to Chapter 22 concerning applications of microarrays in aquaculture and
to the cited references of this chapter and Chapter 22.
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Principles of Microarrays

Although microarrays use several recent technological innovations, they are, at their
core, simply a high-density dot blot. In both spotted microarrays and in situ arrays,
DNA is anchored or spotted onto a surface and then probed with labeled molecules.
Hybridization and subsequent signal detection depends on the presence of comple-
mentary nucleotide sequences between the probes and the spotted sample. Micro-
arrays achieve higher gene feature densities and, therefore, greater power for
expression analysis by applying new tools to this old process. High-density spotting
robots and photolithography allow each feature to be placed accurately within
nanometers of the next feature on a glass slide, clearly an impossible task with the
human hand. Furthermore, fluorescence-based probe labeling provides a cleaner and
clearer signal than the radiation traditionally used in blotting. Finally, laser scanners
facilitate the resolution of such tremendous feature densities and provide accurate
fluorescent signal quantification. With an understanding of the basic principles of
microarrays, we can now examine the two prevalent microarray platforms: the spotted
arrays and the in situ arrays.

Spotted Array Design and Construction

There are two primary approaches to microarrays, differing in both their construction
and their sample labeling. Spotted arrays are constructed by spotting long oligos or
complementary DNAs (cDNA) using a printing robot, whereas in situ arrays are con-
structed by synthesizing short oligos directly onto the slide by photolithography. The
terms spotted array and in situ array will be used throughout this chapter to refer to
these two approaches.

Spotted array technology encapsulates the printing of either PCR products or long
oligos (60–70 mers). Traditionally referred to as cDNA arrays, spotted arrays are
today just as likely to be long oligos, as the cost of synthesizing oligos continues to
decline, and because the parallel polymerase chain reaction (PCR) required to pre-
pare for cDNA arrays is labor-intensive, costly, and requires having clones on hand.
While these cDNA-associated difficulties can be overcome through hard work and
collaboration among members of a species group, the printing of long oligos offers
advantages in start-up time, the purity of commercial oligo synthesis, easier clone
tracking, and the ability to use all available sequences in public genetic databases for
array construction. Regardless of whether cDNA or synthesized oligos are used, most
steps in array construction are similar for all spotted arrays (Figure 21.1).

Many research groups have combined EST sequencing projects with microarray
construction, a logical, time-saving approach given that many of the steps of EST
analysis are also needed for probe selection. Clustering of ESTs by sequence similarity
allows an assessment of the number of unique sequences available for array construc-
tion and, in the case of repeated sequences, allows one to choose the best clone for
the array. A unique gene (Unigene) list is a starting place for picking the sequences
that will constitute the microarray. Depending on array design and experimental
goals, clones can be picked to bias them toward the 3′ end, ensure complete inserts,
maximize unique sequence stretches, and/or maximize genes (or features) included
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Figure 21.1. Microarray design and construction for spotted arrays and in situ arrays. Array
design, deciding which genes to include on the array, is similar for both platforms. Construction
of the physical microarray differs between robotic printing (spotted arrays) and photolithogra-
phy (in situ). For photolithography, oligonucleotides are synthesized directly on the surface of
the array, one base at a time. Unique physical lithographic masks are created for each array
design, to either block or allow light to reach the slide. In the places the mask does not cover,
light deprotects, or converts the protective group to a hydroxyl group, allowing the binding of
single oligo at that specific site by its phosphate group. This oligo also bears a protective group
that must be deprotected before an additional oligo can be coupled to it. Through repeated
cycles of deprotection and coupling, 25-mer oligos are synthesized directly on the slide.

on the slide. Good examples of spotted microarray design considerations can be
found in the literature, and the specific approach chosen by each group may differ.
Interested readers are referred to Chapter 22, and to Whitfield and others’ (2002)
EST sequencing and microarray research on the honey bee using spotted cDNAs;
Rise and others (2004a) and von Schalburg and others (2005a) describe considera-
tions taken in construction of salmonid spotted cDNA arrays; and Zhao and others
(2005) report validation of a porcine spotted oligo array. Operon Biotechnologies
(http:// www.operon.com/) is a leading provider of sets of synthetic oligos for micro-
array spotting, and their Web site provides an excellent resource for criteria used
in gene selection and long oligo design. Additionally, the Institute for Genomic



Research (TIGR), well known for its EST indices, provides 70 mer oligo predictions
for genes in each of its indices that have been used by some groups (Zhao et al. 2005).
Researchers also should decide in the design phase their array layout, feature duplica-
tion, and controls to be spotted on the slide (Whitfield et al. 2002, Smyth et al. 2005).

The clone set selected for inclusion in the microarray must now be amplified by PCR
(in the case of cDNA arrays), or probes based on their sequences synthesized (long oli-
gos). For large array designs, this is best done using robotic handling to avoid mistakes
and to simplify clone tracking throughout the process. PCR products, after purification,
or long oligos are usually rearrayed into 384 well plates in preparation for printing.

A variety of microarray slides are available for printing, most are poly-L-lysine and
amino silane-coated. See Hessner and others (2004) for surface-chemistry compar-
isons. Telechem (http://www.arrayit.com/Products/Substrates/) and Erie Scientific
(http://www.eriemicroarray.com/index.aspx) are leading providers of microarray
slides. The actual robotic printing of microarrays is increasingly being outsourced to
large university core labs or private companies, which now have years of experience in
the field. For groups that anticipate printing multiple array designs and batches and
want increased printing flexibility, purchasing a spotting robot may be a good choice.
Perkin Elmer (http://las.perkinelmer.com/) and Genomic Solutions (http://www.
genomicsolutions.com) offer popular printing systems.

In Situ Array Design and Construction

In situ array technology relies on photolithography for microarray construction
(Lipshutz et al. 1999), a technique often used in computer chip fabrication. In con-
trast to spotting nucleotide products on the slide surface, oligonucleotides are synthe-
sized directly on the surface of the array, one base at a time. To achieve sufficient
feature densities, unique physical lithographic masks are created for each array
design, to either block or allow light to reach the slide (Figure 21.1). In the places the
mask does not cover, light deprotects, or converts a special protective group to a
hydroxyl group. This allows the binding of single oligo at that specific site by its phos-
phate group. This oligo also bears a protective group that must be deprotected before
an additional oligo can be coupled to it. Through repeated cycles of deprotection and
coupling, 25-mer oligos are synthesized directly on the slide at densities currently as
high as 1.3 million features per array. Affymetrix (http://www.affymetrix.com/) is rec-
ognized as the developer and industry leader for in situ arrays. Although their tech-
nology made genome-wide arrays a reality for model species and continues to expand
the horizons of microarray research in biomedical fields, the technology has been pro-
hibitively expensive for the smaller species groups including aquaculture species.
Nimblegen Systems (http://www.nimblegen.com) has recently developed a “mask-
less” version of the Affymetrix technology that uses digital mirrors to achieve the
same effect (Nuwaysir et al. 2002) at a significantly lower start-up cost, making in situ
arrays now a feasible choice for aquaculture genomic research.

The majority of array design considerations for in situ arrays overlap with those of
spotted arrays. EST analysis, clustering, quality control, and probe selection are still
necessary steps to arrive at the set of genes that will be synthesized on the array. The
higher feature density allowed with in situ arrays means that more genes, duplicates,
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and/or controls may be included on the array, if desired. Because the per array cost is
significantly higher for in situ arrays and project flexibility considerably less than for
spotted arrays, researchers usually attempt to maximize the information that can be
gained from each slide. Usually, desired sequences for the array are sent electroni-
cally to the company, which then carries out oligo probe selection (23–25 mers) and
designs the array layout. Both Affymetrix and Nimblegen use a perfect match (PM)
and mismatch (MM) system that accounts for the majority of the features on in situ
arrays. Mismatch probes, as their name suggests, contain one or more mismatched
nucleotides in the PM probe sequence and are used to detect and screen out false
background fluorescence resulting from nonspecific cross-hybridization. Commonly,
10 PM and 10 MM probes are synthesized for each gene included on the array, and
are believed to significantly increase the accuracy and sensitivity of gene expression
detection. See Chen and others (2005), Han and others (2004), and Irizarry and
others (2003) for more information on PM and MM probe theory.

Experimental Sample Labeling and Hybridization

Spotted and in situ microarrays differ not only in their array construction but also in
the procedures used to label and hybridize experimental samples (probes in the tradi-
tional sense) to them (Figure 21.2). Both array platforms require that you start with
RNA sources. The RNA is extracted from the samples of interest. For the sake of
simplicity, we will use the example of a control sample and a treatment sample. Each
RNA sample is reverse transcribed to cDNA, after quantification and quality check-
ing by spectrophotometer measurement and agarose gel electrophoresis. From this
step, differences in the procedure arise between the two microarray platforms. We
will follow the spotted array protocol first, before returning to the in situ procedure.

The cDNA samples for spotted arrays are labeled with two different fluorescent
dyes, Cy3 and Cy5, which fluoresce “green” and “red,” respectively, under two differ-
ent wavelengths of light (633 nanometer [nm] and 543 nm). The control sample is
labeled with one dye and the treatment sample with the other. Dye assignments should
be swapped in replicates to avoid dye-associated bias of hybridization (Churchill 2002).
Dye labeling is most commonly done either directly or through indirect aminoallyl
labeling. See Manduchi and others (2002) and Badiee and others (2003) for a compar-
ison of labeling methods. The two labeled samples are hybridized simultaneously in
equal amounts to the same array for 16–20 hours. The hybridized array, after washing
to remove unhybridized probes, is scanned under a laser scanner (e.g., Molecular
Devices/Axon Instruments’ Axon 4000B) at both fluorescent wavelengths (or chan-
nels) for the two dyes. A digital image is acquired for both channels, and, by overlaying
the two images, a fluorescent signal ratio for each array feature is obtained. This fluo-
rescent signal ratio indicates gene expression levels. Using the Cy3/Cy5 labeling sys-
tem, yellow spots indicate approximately equal levels of mRNA from both the control
and treatment samples (equal signals from the green Cy3 and the red Cy5). Features
that appear red or green have hybridized a majority of mRNA from only one sample.
Fluorescent intensity data for each feature are recorded, and the scanned image and
data can be linked back to gene feature identities through programs such as Molecular
Devices/Axon Instruments’ GenePix Pro software. Background subtraction and
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Figure 21.2. Experimental sample labeling and hybridization for spotted and in situ micro-
arrays. In both cases, RNA is extracted from control and treatment samples. For spotted arrays,
these samples are reverse-transcribed and labeled with two fluorescent dyes, Cy3 and Cy5, as
described in the text. These two samples are then mixed equally and hybridized to a single
microarray slide. Where the “green” and “red” probes hybridize to the same spot, yellow is
seen. In the case of in situ arrays, the RNA samples are reverse transcribed using a T7 promoter
oligo-dT primer. The resulting cDNA is converted to a double-stranded template by a second
strand synthesis reaction, and these double-stranded cDNA samples are converted by in vitro
transcription to biotin-labeled (B) cRNA using a T7 RNA polymerase. The cRNA from each
sample is fragmented and hybridized to its own slide. Streptavidin-phycoerithryn is added as
the fluorescent dye for both the control and treatment samples.

normalization are customarily carried out at this point, followed by microarray analysis
and validation of genes determined to be significantly differentially expressed after
treatment. For more on microarray analysis and validation for both platforms, refer to
Chapter 22 in this book as well as numerous excellent research papers and reviews in



the literature (e.g., Leung and Cavalieri et al. 2003, Walsh and Henderson 2004,
D’Ambrosio et al. 2005).

We return now to in situ arrays in order to contrast the labeling and hybridization
of their samples with that of spotted arrays. The original RNA samples are reverse
transcribed using a T7 promoter oligo-dT primer. The resulting cDNA is converted to
a double-stranded template by a second strand synthesis reaction. After purification,
these double-stranded cDNA samples (again control and treatment) are converted by
in vitro transcription to biotin-labeled cRNA using a T7 RNA polymerase. The cRNA
from each sample is fragmented and hybridized to its own slide (note: no mixing of
samples). Streptavidin-phycoerithryn is added as the fluorescent dye for both the con-
trol and treatment samples (Figure 21.2). To clarify, each biological sample for in situ
arrays is hybridized to a different slide and labeled with a single dye. Differential
expression is measured by comparing the fluorescent intensity measurement of a
given gene on the control slide with a separate measurement for the same gene from
the treatment slide. Labeling reactions and hybridizations of in situ arrays are com-
monly carried out by the array provider or core lab.

Table 21.1 provides a side-by-side comparison of spotted and in situ arrays, summa-
rizing the advantages and drawbacks of each platform as reviewed above. Several
groups have experimentally compared the precision and accuracy of the two plat-
forms using the same biological samples. Their studies may prove helpful to those
considering which system to implement in their own research. See Woo and others
(2004), Yauk and others (2004), and Meijer and others (2005).

Microarray Research in Aquaculture Species

Microarray research has advanced dramatically in recent years in aquaculture species.
However, the field is still in its infancy, and distribution of resources remains uneven.
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Table 21.1. A comparison of several important aspects of in situ and spotted array platforms.
*Cost/slide can vary significantly from these figures depending on design, quantities ordered,
core facility discounts, etc.

In situ arrays Spotted arrays

Starting material DNA sequences DNA sequences or cDNA
Array fabrication In situ synthesis by Robotic spotting

photolithography
Features �400,000 �50,000
Spot quality High Variable
Oligo length 23–25mer Usually 70mer
Labeling Single dye label, e.g., Two dye label—Cy3, Cy5

biotin-streptavidin-
phycoerithryn

Cost/slide �500* �100*
Probe/slide One Two
Dye swapping? No Yes
Controls PM/MM, � Duplicates, �
Providers Affymetrix, Species groups, core 

Nimblegen, etc. facilities, biotech



Concerted efforts by researchers working on salmonid species has resulted in the
generation of several arrays that are now available to the general research community
(see Chapter 22). These arrays have been rapidly integrated into salmonid research,
as seen in Table 21.2. The largest salmonid microarray generated to date contains
16,006 cDNAs with 13,421 coming from Atlantic salmon and 2,576 from rainbow
trout (von Schalburg et al. 2005a). Table 21.2 lists additional microarray studies con-
ducted on aquaculture species or aquaculture-associated pathogens. With the excep-
tion of salmonids, other microarray studies have, for the most part, been small-scale,
noncollaborative efforts. A forthcoming microarray for the oyster should also be widely
distributed. To date, most published microarray studies have used PCR-amplified
spotted cDNA clones to fabricate the array. However, as microarray research typi-
cally takes several years from its inception to reach publication, the recent trends
toward spotted oligos and in situ microarrays may not be reflected in the aquaculture
literature for several years. A well-designed microarray can be a valuable asset to an
aquaculture species group, especially if the cost per slide can be minimized to the
extent that researchers can integrate transcriptomic approaches into their already
established research. Microarray studies are most successful when they are just one of
several approaches used to answer biological questions. For example, salmonid
researchers have implemented array technology in their study of reproductive devel-
opment, toxicology, physiology, and repeat structures (von Schalburg et al. 2006,
Tilton et al. 2005, Vornanen et al. 2005, Krasnov et al. 2005a).
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Table 21.2. Some examples of microarray studies in aquaculture species and their pathogens.

Species Common name References

Cyprinus carpio Common carp Gracey et al. 2004
Ictalurus punctatus Channel catfish Ju et al. 2002
Ameiurus catus White catfish Kocabas et al. 2004
Paralichthys olivaceus Japanese flounder Kurobe et al. 2005; Byon et al. 

2005, 2006
Platichthys flesus European flounder Williams et al. 2003
Salmo salar Atlantic salmon Morrison et al. 2006; Martin et al. 

2006; Jordal et al. 2005; von 
Schalburg et al. 2005a; Aubin-Horth 
et al. 2005; Ewart et al. 2005; Rise 
et al. 2004a, 2004b

Oncorhynchus mykiss Rainbow trout Purcell et al. 2006; MacKenzie et al. 
2006; von Schalburg et al. 2006, 
2005b; Tilton et al. 2005; Krasnov 
et al. 2005a, 2005b, 2005c; Vornanen 
et al. 2005; Koskinen et al. 2004a, 2004b

Oncorhynchus keta Chum salmon Moriya et al. 2004
Astatotilapia burtoni African cichlid Renn et al. 2004
WSSV and Penaeus sp. White spot syndrome Lan et al. 2006, 

virus and shrimps Marks et al. 2005, Tsai et al. 2004, 
Dhar et al. 2003, Khadijah et al. 2003

Sparus auratus Gilthead seabream Sarropoulou et al. 2005
Aeromonas salmonicida Furunculosis Nash et al. 2006
Crassostrea sp. Oyster Not published yet



Future Directions of Microarray Research

Due to low funding levels and a relatively small research community, aquaculture
genomics stands today where the model species did almost a decade ago. In the same
way, microarray research in aquaculture species is only in its infancy. Like researchers
of humans and mice 10 years ago, we are currently using microarrays to accelerate
gene expression analysis under varied experimental conditions, to reveal novel
functions in genes, and to discover possible gene interactions and networking through
cluster analysis. To find future directions for microarray research in aquaculture
species, we need only to observe microarray studies in model species today. The
future looks especially promising for using microarrays for single nucleotide polymor-
phisms (SNP) analysis and quantitative trait loci (QTL) mapping to make tangible
progress toward widespread marker-assisted selection (MAS) in aquaculture (see
Chapter 12, and also Walsh and Henderson (2004) and Li and Burmeister (2005)
for reviews). In particular, merging positional candidate genes with expression candi-
date genes from microarray information may reveal QTL genes responsible for
important performance traits (see Drake et al. 2006). Microarrays have, furthermore,
evolved to allow studies of metabolomics and proteomics that will be important in
development of fish vaccines (Cretich et al. 2006). A Veterinary Immune Reagent
Network has already been established in the U.S. toward development of a set of anti-
bodies for use in agricultural research including aquaculture (http://www.avma.org/
onlnews/ javma/jun06/060615b.asp). Microarrays are also being used in livestock dis-
ease diagnostics, a use easily adapted for detection of outbreaks of aquaculture
pathogens (Schmitt and Henderson 2005, Baxi et al. 2006). Much of the groundwork
for practical microarray research has already been laid. It is up to the aquaculture
community to exploit and adapt these advances for the advantage of their respective
species.

Considerations When Starting Microarray Research

The aquaculture researcher is faced with several important considerations when start-
ing microarray research. Decisions made in the early planning phases may critically
impact research for years to come, and, therefore, should be made carefully. Three
broad, interrelated areas of consideration should be addressed. First, the investiga-
tors should decide why and how they plan on using microarrays in their research.
Approaches will differ based on whether the investigator wants to answer a single bio-
logical question or use microarrays in several different experiments over an extended
period of time. Smaller “subset” arrays of just immune-related genes or developmen-
tal genes may be more appropriate for some research. Will the arrays be used in
hypothesis-driven experiments or as hypothesis-generating experiments (candidate
gene fishing), or both? Second, the investigator must assess the resources available
for constructing a microarray including both financial and genomic resources. While
it is simple to make a decision based on financial limitations, many questions should
be answered with regard to the availability of genomic resources. Some questions to
ask follow: How many ESTs are available for the species of interest, and will this num-
ber increase significantly in the near future? If a spotted cDNA approach is taken to
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array fabrication, are the clones available for amplification and printing? Is sequence
information publicly available to allow construction of a spotted oligo array or an in
situ array? How many researchers are interested in an array for this species? Can a
collaborative, cost-sharing agreement be reached, or will a single lab have to pay all
costs? What are the current costs per slide for the different platforms? Will per array
costs be low enough to use the microarray as part of regular research, or is this a “one-
shot” approach? Can a previously constructed array be used or adapted from a differ-
ent species, a cross-species approach (Renn et al. 2004)? Third, the investigator must
give intensive consideration to experimental design; this design must be statistically
rigorous and stand up to scientific scrutiny (Churchill 2002, Dobbin and Simon 2002,
Simon et al. 2002, Shih et al. 2004). Some design considerations include the levels of
biological replication and technical replication needed to allow vigorous statistical
analysis. Furthermore, the design should maximize existing resources and the ability
to answer biologically meaningful questions (Chen et al. 2004). The design should
also meet the standards of the Microarray Gene Expression Data Society (MGED).
Compliance with their standard Minimum Information About a Microarray Experi-
ment (MIAME) is required for publication in most journals (http://www.mged.org/
Workgroups/MIAME/miame.html). Researchers should plan beyond the initial
microarray experiment to likely follow up experiments to avoid generating only a list
of gene names. Adequate consideration of each of these areas before starting work
will help to ensure that the constructed microarrays can be used as a powerful
genomic tool for long-term research on aquaculture species.

Researchers of aquaculture species may benefit from the several points of consen-
sus that have only recently emerged after more than a decade of debate over micro-
array experimental design, inference, and validation. The mountain of literature
describing new methods of microarray design and analysis has continued to grow rap-
idly, overwhelming the ability of the average scientist to keep up. For example, the
journal Bioinformatics alone has published more than 500 papers to date on micro-
array analysis, many proposing novel algorithms. Therefore, the emergence of con-
sensus points (as outlined by Allison et al. 2006) should provide some welcome and
much-needed clarity to researchers beginning microarray projects. Of greatest impact
to investigators is the emerging consensus that “pooling biological samples can be
useful” for microarray analysis (Allison et al. 2006). Real-world financial and RNA
sample constraints often make pooling a necessity for microarray research in under-
funded agricultural species, but pooling may also have the added benefit of reducing
variability among arrays so that broad, global expression changes can be meaningfully
assessed. However, multiple pools must be used to estimate variance for inference
testing. Three technical replicates of a single RNA pool is not statistically equivalent
to three distinct RNA pools each hybridized to a separate array. A second consensus
point likely to influence many microarray researchers is that false-discovery rate
(FDR) is a better scale with which to quantify confidence than the standard p-value
(Benjamini and Hochberg 1995, Pawitan et al. 2005, Allison et al. 2006). The false-
discovery rate is the expected proportion of false positives among the results declared
significant and is better suited to testing the tens of thousands of individual hypothe-
ses associated with microarrays than is a too lenient p-value or the too conservative
Bonferroni correction. Inferences based on expression fold change and FDR as
implemented in microarray analysis programs such as Significance Analysis of
Microarrays (SAM) (Tusher et al. 2001) allow users to decide the level of acceptable
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Type I error suitable for their needs when evaluating differentially expressed gene
lists. By adapting these, and other, newly emerged points of consensus into their
research, aquaculture researchers can avoid some of the pitfalls and controversies
that have hindered past microarray projects.
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Chapter 22
Salmonid DNA Microarrays and Other Tools
for Functional Genomics Research

Matthew L. Rise, Kristian R. von Schalburg, 
Glenn A. Cooper, and Ben F. Koop

Introduction: An Overview of Salmonid Genomic Research 
Projects and Resources

The advent of genomic techniques has revolutionized research in areas such as agri-
culture, toxicology, and medicine. Large-scale, federally funded salmonid genomic
research projects have been initiated by groups in Canada, the U.S., Norway, and
France. As a result, there are now large expressed sequence tag (EST) collections for
Atlantic salmon and rainbow trout, and steadily evolving salmonid genomic resources
such as DNA microarrays and bacterial artificial chromosome (BAC) libraries. This
chapter aims to provide a brief overview of the progress to date in the area of
salmonid functional genomic research, focusing on the literature pertaining to
salmonid ESTs and DNA microarrays. We present current applications of salmonid
genomic resources and methods, and ideas for future directions in this area. In addi-
tion, we present sample methods related to global gene expression profiling experi-
ments, and links to Web references providing further detail on methods, reagents, and
software discussed in the chapter.

Genomic research projects often begin with a gene discovery phase, in which high-
complexity complementary DNA (cDNA) libraries are created and sequenced to gen-
erate EST databases. Following large-scale gene discovery, a genomic research
project may begin building resources, such as DNA microarrays, for global gene
expression profiling in functional genomic research. We will briefly introduce
salmonid EST collections and DNA microarrays here, and subsequent sections of the
chapter will consider these resources in greater depth.

Salmonid ESTs

Links to Web sites providing information for this chapter are given in the Web Site
References section at the end of this chapter. Using the Taxonomy Browser of the
National Center for Biotechnology Information (NCBI), we identified 30 salmonid
species having at least 10 nucleotide sequences each in GenBank. Of the 496,982
nucleotide sequences (as of April 24, 2006), 249,740 (50.3%) are from rainbow trout
(Oncorhynchus mykiss), and 239,837 (48.3%) are from Atlantic salmon (Salmo salar).
EST projects contributing greater than 50,000 salmonid nucleotide sequences to Gen-
Bank include the Genome Canada-funded Genomic Research on Atlantic Salmon
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Project (GRASP, now called cGRASP for the consortium for Genomic Research on
All Salmon Project), the Norwegian Salmon Genome Project, the United States
Department of Agriculture-funded rainbow trout genomic project of the National
Center for Cool and Cold Water Aquaculture, and the French Institut National de
la Recherche Agronomique Analyse du Genome des Animaux d’Elevage (INRA
AGENAE) rainbow trout program. The Institute for Genomic Research (TIGR)
gene indices for rainbow trout and Atlantic salmon provide valuable tools such as the
association of assembled ESTs with metabolic pathways. However, TIGR gene
indices are not as current as GenBank; the rainbow trout gene index version 5.0 was
released January 31, 2005, and contains 199,167 sequences, and the Atlantic salmon
gene index version 2.1 was released June 22, 2004, and contains only 87,721
sequences. Large-scale salmonid EST projects have dramatically improved the char-
acterization of salmonid transcriptomes, resulting in the creation of genomic
resources (i.e., EST databases and DNA microarrays) that are being used for func-
tional genomics research in areas such as aquaculture, ecology, fish health, and toxi-
cology. The characterization of salmonid transcriptomes also benefits from smaller
EST projects, such as those that identify genes responsive to stressors such as
pathogens or environmental toxicants. In the gene discovery section of this chapter,
we will provide an overview of the literature related to salmonid ESTs and descrip-
tions of related genomic and bioinformatics techniques.

Salmonid DNA Microarrays

DNA microarrays are particularly important genomic research tools because they
can be used to reveal the relative expression of thousands of genes simultane-
ously, thereby allowing the rapid identification of molecular pathways altered during
pathological or normal processes. Because of the popularity of the EST/microarray
approach for gene discovery and global gene expression profiling, especially within
the salmonid research community, the global gene expression profiling and appli-
cations for salmonid DNA microarrays sections of this chapter focus on these
resources and related applications. Other methods for global gene expression
profiling (i.e., Serial Analysis of Gene Expression [SAGE] and Massively Parallel
Signature Sequencing [MPSS]) have not yet appeared in the scientific literature
related to salmonid research, and therefore will only be briefly described later in the
chapter.

Gene Discovery

Gene expression analysis has been compared to a puzzle, where every piece must be
present from the beginning of the analysis for a complete picture to emerge (Constans
2002). In studying the overall regulation of a biological process, such as host immune
response to a pathogen, it is necessary to first identify all pieces of the puzzle (i.e.,
immune-relevant genes). For the last several years, the standard method of large-scale
gene identification has been through the creation and characterization of high-
complexity cDNA libraries. GRASP and the Salmon Genome Project (Norway) have
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employed this approach with Atlantic salmon, and INRA and the United States
Department of Agriculture (USDA)-funded group at the National Center for Cool
and Cold Water Aquaculture have used this approach with rainbow trout. The GRASP
EST project focused primarily on 3-prime sequencing of directionally cloned inserts
because analysis of poorly conserved 3-prime untranslated regions allows discrimina-
tion between duplicated genes. This is an important consideration, particularly in
tetraploid organisms such as salmonids. Other salmonid EST projects have focused on
5-prime sequencing to potentially increase the proportion of Basic Local Alignment
Search Tool (BLAST)-identifiable ESTs. Midway through the GRASP EST effort they
reported that 61,819 Atlantic salmon ESTs (primarily 3�) derived from 23 cDNA
libraries assembled into 11,560 contigs (contiguous sequences containing two or more
ESTs) and 17,150 singletons, totaling 28,710 different putative transcripts (Rise et al.
2004b). Of these assembled Atlantic salmon ESTs, 10,511 (36.6%) had significant
BLASTX hits, 13,459 (46.9%) had significant BLASTN hits, and 11,802 (41.1%) had
no significant BLAST hits (E value threshold for significance � 10�5) (Rise et al.
2004b). At that point in the GRASP EST project, 10–20% of sequences from their
highest complexity libraries were novel, suggesting that the total number of Atlantic
salmon genes may be greater than 30,000.

As of April 2006, GRASP has built and sequenced more than 200 salmonid cDNA
libraries (von Schalburg et al. 2005b) (Table 22.1). The libraries were derived from a
variety of tissue types, life stages, and histories, and from both healthy and immunolog-
ically challenged fish. Various processes (i.e., normalization, subtractive hybridization,
and selective cloning of higher molecular weight fractions) were used to increase
cDNA library complexity, thereby improving the rate of discovery of rare transcripts
(Rise et al. 2004b). GRASP has sequenced 180,955 Atlantic salmon clones, yielding
211,855 high-quality sequences. By including all of GRASP’s EST sequence data and
all available EST data from NCBI for Atlantic salmon, the total number of high-quality
sequences is 251,725 that were assembled into 37,281 contigs and 34,820 singletons
(72,101 putative transcripts) (Table 22.2). In addition to its Atlantic salmon EST data-
base, cGRASP has generated smaller collections of rainbow trout, chinook salmon
(O. tshawytscha), sockeye salmon (O. nerka), lake whitefish (Coregonus clupeaformis),
and rainbow smelt (Osmerus mordax) ESTs (Tables 22.1 and 22.2).

Norway’s Salmon Genome Project has contributed significantly to the characteri-
zation of the Atlantic salmon transcriptome by submitting more than 55,000 ESTs to
GenBank (http://www.salmongenome.no/cgi-bin/sgp.cgi). A recent publication from
this group involved 6,262 high-quality 5-prime sequences from non-normalized
cDNA libraries built using presmolt Atlantic salmon gill and intestine tissues (Hagen-
Larsen et al. 2005). These ESTs assembled into 2,974 putative transcripts (779 contigs
and 2,195 singletons), approximately half of which had significant BLAST hits (E val-
ues less than 10�15) (Hagen-Larsen et al. 2005). A project based at the National Uni-
versity of Ireland surveyed 1,152 Atlantic salmon ESTs from six non-normalized
cDNA libraries (Davey et al. 2001), and 733 ESTs from a non-normalized liver cDNA
library (Martin et al. 2002).

The rainbow trout EST project of the USDA/Agricultural Research Service (ARS)
National Center for Cool and Cold Water Aquaculture generated approximately
47,000 high-quality 5-prime ESTs arising from a normalized mixed-tissue (brain, gill,
liver, kidney, and muscle) cDNA library (Rexroad et al. 2003). These ESTs were
added to gene sequences in GenBank to create the first TIGR Rainbow Trout Gene
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Index, which contained 7,956 contigs and 17,669 singletons, totaling 25,625 putative
transcripts (Rexroad et al. 2003). Of the 7,646 contigs containing only ESTs, 3,912
(51.2%) had significant BLAST hits (E values less than 10�5); of the 17,479 EST sin-
gletons, 4,690 (26.8%) had significant BLAST hits (Rexroad et al. 2003). Since their
original publication, the USDA group has submitted additional rainbow trout EST
collections to GenBank, including approximately 3,500 sequences from a normalized
pituitary gland library (Gahr et al. 2006) and several thousand sequences from cDNA
libraries constructed from early life stage trout (Rise, manuscript in preparation).
The INRA AGENAE program has sequenced more than 80,000 clones from high-
quality rainbow trout cDNA libraries, and has submitted the majority of these
sequences to public databases such as the European Molecular Biology Laboratory
(EMBL) and GenBank (Aegerter et al. 2004). The rainbow trout EST project of the
Institute of Applied Biotechnology, University of Kuopio, Finland, generated approx-
imately 2,000 ESTs from high-complexity cDNA libraries constructed using RNA
from tissues of stressed fish (Krasnov et al. 2005b). The characterization of Atlantic
salmon and rainbow trout transcriptomes approaches completion, and additional
salmonid species are becoming better represented in public sequence data repos-
itories. Following the lead of the National Institutes of Health Mammalian Gene
Collection Program (Gerhard et al. 2004), it is now time for salmonid genomic
research projects to work together toward generation of functionally annotated, pub-
licly accessible cDNA resources containing complete open reading frames for all
salmonid genes.

Large-scale salmonid EST projects have enabled the creation of functional
genomic research tools such as cDNA and oligonucleotide microarrays. There are
numerous additional uses for salmonid EST collections. For example, salmonid ESTs
can be placed on BACs or physical maps (i.e., Thorsen et al. 2005, von Schalburg et al.
2005b), and microsatellite sequences in noncoding regions of salmonid ESTs can be
mapped on genetic maps (Rexroad et al. 2005). This will facilitate the integration of
salmonid physical and genetic maps, and contribute to the development of genetic
maps with the high marker densities needed for fine mapping of quantitative trait loci
(QTL). EST-linked microsatellites have been used to detect genetic signatures of
divergent selection in eight free-living populations of Atlantic salmon (Vasemägi et al.
2005). In addition, salmonid ESTs have been mined to identify potential functions of
organs such as the pyloric caecum (Rise et al. 2004b), to detect morphogenic activities
in mature gonads (von Schalburg et al. 2006), and to identify and facilitate molecular
phylogenetic analyses of transcribed transposons (Krasnov et al. 2005a).

Construction of High-complexity cDNA Libraries

Normalized cDNA Libraries

Normalization is a well-known method of increasing cDNA library complexity (enrich-
ing for rare transcripts and reducing the frequency of abundant transcripts), thereby
accelerating gene discovery. Normalized cDNA libraries have been important compo-
nents of large-scale rainbow trout and Atlantic salmon gene discovery projects
(Rexroad et al. 2003, Rise et al. 2004b). To illustrate the utility of cDNA library
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normalization, statistics indicative of gene discovery rate for a set of prenormalized
and normalized salmonid cDNA libraries are shown in Table 22.3. The production of a
normalized cDNA library first requires the construction of a “prenormalized” library
that is initially evaluated on its average insert size, titre, and complexity. If the newly
constructed library possesses the required qualities, it may then proceed on to the
normalization process using standard molecular methods (i.e., Soares et al. 1994,
Zhulidov et al. 2004).

The following is a sample method for construction of a directionally cloned,
prenormalized cDNA library from a high-quality messenger RNA (mRNA) (polyA�
RNA) preparation. Libraries built in this manner are discussed by Rise and others
(2004b). Adult male and female Atlantic salmon pyloric caeca are collected and flash
frozen in liquid nitrogen. Pyloric caeca mRNA samples are prepared from pulverized
tissue samples (ground to a fine powder under liquid nitrogen, with baked mortars
and pestles) using the Poly(A)Pure mRNA Isolation Kit (Ambion, Inc., Austin, TX),
and mRNA samples are quality checked and quantified by agarose gel electrophore-
sis and spectrophotometry, respectively. Directionally cloned (5� EcoRI, 3� XhoI)
cDNA libraries are prepared from mRNA using reagents and methods such as those
included in the pBluescriptII XR cDNA Library Construction Kit (Stratagene, La
Jolla, CA). Size fractionation by 1% agarose gel extraction (Qiagen) is performed on
XhoI digested cDNAs immediately prior to ligation into pBluescript II SK (�). Elec-
troMAX DH12S cells are transformed by electroporation with the ligation reaction.
Twelve clones from each prenormalized cDNA library are selected to estimate insert
sizes. Using these methods, mean insert sizes of prenormalized libraries are usually in
the range of 1,000–1,300 base pairs (bp) (Rise et al. 2004b). The products mentioned
in this chapter reflect the personal experience of the authors, and are not intended to
be a list of all possible reagents for a given procedure. For alternative methods, read-
ers are referred to Chapter 20. Web links for these products are provided in the Web
Site References section at the end of this chapter.
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Table 22.3. Statistics1 showing the influence of cDNA library normalization.

Library % new (species)2 % no BLAST hit3

Prenormalized lower MW4 11.9 15.5
S. salar pyloric caecum
Normalized lower 36.3 25.5
MW S. salar pyloric caecum
Prenormalized lower 37.1 15.4
MW O. mykiss whole juvenile
Normalized lower 71.6 32.2
MW O. mykiss whole juvenile

1Data are from Rise et al. 2004b.
2Percent new (species) value is the number of previously unidentified EST clusters (including contigs and
singletons) divided by the total number of clusters.
3Percentage of EST clusters (including contigs and singletons) with no significant BLASTN or BLASTX hit
(E � 10�5).
4MW � molecular weight.



A detailed method for normalizing cDNA libraries, based on Soares and others
(1994), may be found in Gahr and others (2006). This method involves isolation
of single-stranded DNA phagemid using helper phage, hybridization of the single-
stranded DNA with a “driver” (all inserts of the library polymerase chain reac-
tion (PCR) amplified with universal primers), and posthybridization separation of
single-stranded DNA (enriched for rare transcripts) and double-stranded DNA
(enriched for abundant transcripts) by hydroxyapatite column chromatography
(Soares et al. 1994, Bonaldo et al. 1996). Another method of normalizing cDNA
libraries uses a duplex-specific nuclease to degrade reassociated double-stranded
fractions containing abundant transcripts, and subsequent PCR amplification of the
equalized single-stranded fraction (Zhulidov et al. 2004).

Suppression Subtractive Hybridization (SSH) Libraries

Existing salmonid EST databases and microarrays contain thousands of known and
unknown genes. However, because these resources have been derived from cDNA
libraries constructed largely from healthy embryonic, larval, and adult tissues (Rise
et al. 2004b, Rexroad et al. 2003), they may be missing some genes involved in
salmonid responses to various stressors. A complete understanding of the molecular
mechanisms involved in pathological processes may require, in addition to the use of
existing genomic tools, the development of new resources such as targeted suppres-
sion subtractive hybridization (SSH) cDNA libraries and disease-relevant host and
pathogen EST databases.

The construction of SSH libraries is relatively straightforward, and may be accom-
plished using commercially available products such as the Advantage cDNA PCR kit
(Clontech). SSH libraries are enriched for genes up-regulated in a “tester” sample rel-
ative to a “driver” sample, and reciprocal SSH libraries are often created to identify
genes both induced and suppressed by a given stressor. SSH libraries have been used to
identify salmonid immune-relevant cell and tissue genes that are potentially responsive
to pathogens (i.e., Bayne et al. 2001, O’Farrell et al. 2002, Sangrador-Vegas et al. 2002,
Tsoi et al. 2004, Rise et al. 2004b, Ewart et al. 2005), and have also aided in the discov-
ery of salmonid genes involved in normal developmental processes such as ovary devel-
opment (von Schalburg et al. 2005a) and embryogenesis (Rise et al. 2004b).

An example of steps involved in SSH library construction and characterization fol-
lows. MicroPoly(A)Pure kits (Ambion) are used to prepare mRNA from flash-frozen
samples (i.e., pathogen exposed spleen versus nonexposed control spleen). Poly(A)�
RNAs are converted into cDNAs and reference (driver) and experimental (tester)
cDNAs are subjected to SSH using the PCR-Select cDNA Subtraction kit and the
manufacturer’s instructions (BD Biosciences—Clontech; see Web Site References for
the link to the User Manual). Reciprocal SSH libraries are built, one enriched for
genes up-regulated in response to the stressor and the other enriched for genes down-
regulated in response to the stressor. SSH library construction yields PCR products
that may be cloned into pCR4-TOPO vector and transformed using Top10 electro-
competent cells (Invitrogen). An initial evaluation of insert size and complexity is
made by visual comparison of clone restriction fragments with DNA size markers
such as HindIII and 1 kilobase (kb) ladder. One 96-well plate of clones from each
SSH library is sequenced, and these sequences are quality checked and assembled
into contiguous sequences and singletons.
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Characterization of cDNA Libraries

Acquisition of cDNA Library Sequence Data

Obtaining sequence data for each EST clone from a particular cDNA library is a mul-
tistep process. The cDNA library is plated and grown at an appropriate density on
solid media, and then individual EST clones are picked, subjected to recombinant
plasmid DNA isolation and purification, and cycle sequenced to increase the signal of
the transcript. The sequencing reaction is then loaded on an automated sequencer.
Depending upon scale and the available resources of the project, these processes can
be either completely automated by various robotic systems, all performed manually,
or a combination of both.

Following the cDNA library construction phase, the efficiency of each library is
determined by calculating its titre. The titre represents the number of colony forming
units (cfu) contained within a set volume of the library (i.e., 105 cfu/ml). A library with
a low titre (i.e., due to low efficiency of ligation of inserts into vector) may not be of
maximum use to the researcher because it may not allow for enough EST clones to be
picked and sequenced to fully capture all of the transcripts found within the portion of
the transcriptome represented within the original RNA pool.

The library is initially plated on selective media containing the appropriate antibi-
otic to select for bacteria carrying the recombinant vector that confers resistance to the
antibiotic. Other reagents may be added to the media that will help determine which
bacteria are harboring recombinant plasmid. Typically colonies are arrayed into 96-
well or 384-well format growth plates and grown up overnight with vigorous shaking
(i.e., 300 rpm) to obtain a desired bacterial density. Glycerol stocks (approximately
15% glycerol) of overnight cultures, prepared in the same format corresponding to the
“mother” plates, are archived at �80°C.

Isolation of the recombinant plasmid DNA from the bacterium is loosely based on
the method by Birnboim and Doly (1979). In general, the overnight bacterial culture
is lysed in an alkaline solution, and then neutralized to release the plasmid DNA into
the lysate. This lysate is cleared from the bacterial chromosomal DNA and cellular
debris by various methods, including high-speed centrifugation, trapping bacterial
debris by a filter trap, and selectively binding the plasmid to a column matrix. The
plasmid DNA is then precipitated or eluted from the column matrix, and then washed
with ethanol. Purified plasmid is resuspended in either water or mildly buffered solu-
tion (i.e., TE). All residual RNA is removed by the addition of RNase A either at the
beginning or the end of the process. Removal of RNA and bacterial cellular debris is
critical because it will interfere with the subsequent downstream sequencing
processes. Before sequencing the recombinant plasmid, its quantity and purity are
determined by measuring its absorbance at 260 nanometer (nm) and its absorbance
ratio at 260 nm/280 nm, respectively.

The medium-throughput plasmid DNA purification method employed by GRASP
uses Growth, Clarification and DNA Recovery Plates (Whatman, Clifton, NJ), where
the bacterial debris is filter-trapped at the final stages of the extraction process.
The high-throughput method employed by GRASP uses 384-well plates (Axygen,
Union City, CA) and requires a centrifugation step to pellet the chromosomal
DNA, cellular debris, and protein complexes, leaving only cleared lysate containing
plasmid DNA.
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Sequencing of the isolated plasmid DNA can be performed on a variety of auto-
mated platforms (i.e., ABI DNA Analyzer, Amersham MegaBase, Licor, Solexa). For
the GRASP project, EST sequencing is performed on both the Applied Biosystems
3700 and 3730 DNA Analyzer (ABI, Foster City, CA). For cycle sequencing reactions
(Carothers et al. 1989) to be analyzed on the ABI 3700 DNA Analyzer, a total of 300
nanograms (ng) of purified plasmid DNA, 3.2 picomoles (pmoles) of primer, 1.0 �l of
ABI BigDye® Terminator v3.1 Ready Reaction Mix, and 0.5 �l of 5� Big Dye
Sequencing Buffer are combined and brought up to a final volume of 5.0 �l. Due to
the increased sensitivity of the 3730 DNA Analyzer over the 3700 model, the amount
of template and BigDye® Terminator Reaction Mix can be halved when using the
ABI 3730.

Cycle sequencing is performed on a thermal cycler (MJ Research, Waltham, MA)
with all ramp rates at 1°C/second. The template is initially denatured at 96°C for
1 minute. The reaction is then cycled under the following conditions: 96°C for 10 sec-
onds, 50°C for 5 seconds, 60°C for 3 minutes, and repeated either 40 times or 36 times
depending on whether the sequencing product is loaded onto an ABI 3700 or 3730,
respectively. The sequencing reaction is then precipitated in 9.3 mM EDTA and 70%
ethanol. Salts are removed by washing the pellet with 70% ethanol. The ethanol is
removed and the pellet is air-dried for 10 minutes. The sequencing product is rehy-
drated in 10 �l of nuclease-free water and loaded onto a DNA Analyzer.

Sequence Data Processing and Management

Due to the ability to automate much of the sequencing processes described, large
amounts of sequence data can be rapidly generated. It is therefore critical to have an
automated pipeline that can deposit the sequence chromatograms into a database,
store, archive, and automatically process the data to give the researcher current
project statistics.

There are essentially three components involved in the curation of an EST data-
base: data preprocessing, data processing, and data postprocessing. In the preprocess-
ing stage, base-calling from chromatogram traces is performed using PHRED (Ewing
et al. 1998, Ewing and Green 1998). Vector, poly-A tails, and low quality regions are
trimmed from EST sequences. For the GRASP project, sequences with fewer than
100 good quality bases after trimming are discarded.

These preprocessed ESTs are assembled into contiguous sequences (contigs) using
PHRAP (http://www.phrap.org/). In this processing step, contig consensus sequences
and singleton sequences are aligned with nonredundant GenBank nucleotide and
amino acid sequence databases using BLASTN and BLASTX, respectively (Altschul
et al. 1990, 1997) and assigned “identifiers.” Each EST sequence is submitted to Gen-
Bank, assigned an accession number, and uploaded into the public database. Each
new EST sequence that is entered into the database must be “keyed” to correspond
with the archived cDNA clone from which the information was originally obtained.

It is important to determine what information is of most value for the user to glean
from the stream of sequences being deposited into the database. The data postpro-
cessing component deals with this step. In the case of GRASP, tracking “length of
sequence reads,” “good versus bad reads,” and “length of insert size” is important as a
measure of data quality control. Individual library summary statistics are generated
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providing information on the percent singletons, number of clusters, largest cluster
size, and the average cluster size (Tables 22.1 and 22.2). Also, an assessment of library
complexity is of great importance. The complexity of each library is initially assessed
by performing BLASTN and BLASTX alignments of ESTs against a database com-
posed of all nonredundant nucleic and amino acid sequences from the appropriate
salmonid species in GenBank, plus an in-house collection of nonredundant ESTs
from that species at the time of new data entry. The higher “percent new” and “per-
cent no significant BLAST hit” values indicates a higher rate of gene discovery and
library complexity (Table 22.3). Statistics (i.e., percent new within species versus time
of EST entry into the database) for the most complex high molecular weight and nor-
malized libraries establish a threshold and provide a means to discriminate the level
of complexity of other cDNA libraries. This method of evaluating cDNA library com-
plexity has been effectively used by GRASP to maximize the rate of gene discovery,
and sequencing efforts have focused on those cDNA libraries comparing favorably to
the threshold. Quality controlled sequences in an EST database can be used to select
genes for DNA microarray construction, and may be mined to identify paralogs,
“unknown” genes, microsatellites, and single nucleotide polymorphisms (SNP).

How the archived sequence data are maintained and organized is largely depen-
dent on the requirements of the user. If there is a need to access large amounts of
summary statistics rapidly, then of course a large amount of computing power is
required. Considerations regarding backup of stored data, power loss protection, and
accessible interfaces are also paramount to the curation of an EST database. Consid-
eration must be given to the security of the data and how it will be shared with internal
and external researchers.

Global Gene Expression Profiling

Salmonid DNA Microarrays

At least six different salmonid DNA microarrays have been developed to date (Table
22.4). Each microarray platform will be presented, along with the relevant literature.

1. GRASP ~3500 gene (3.5K) and 16K cDNA microarrays: Construction of the
GRASP microarrays was described in Rise and others (2004b) (3.5K) and von
Schalburg and others (2005b) (16K). Briefly, clones were stringently selected from
an EST database containing approximately 80,000 sequences derived from more
than 30 high-complexity salmonid cDNA libraries at the time the 3.5K microarray
was designed and built, and more than 300,000 sequences from more than 175 high-
complexity salmonid cDNA libraries at the time the 16K microarray was
constructed. Inserts were amplified by PCR, cleaned, and printed as double, side-
by-side spots on ez-rays™ aminosilane slides (Matrix) in 3� SSC. Arabidopsis
cDNAs were spotted on each microarray (Rise et al. 2004b, von Schalburg et al.
2005b), for use in thresholding or data normalization.

The majority of the cDNA features on GRASP microarrays are from Atlantic
salmon. The 3.5K GRASP microarray contains 3,119 unique Atlantic salmon and
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438 unique rainbow trout cDNAs (Rise et al. 2004b), and the 16K GRASP microar-
ray contains 13,421 Atlantic salmon and 2,576 rainbow trout cDNAs (von Schalburg
et al. 2005b). Cross-species hybridizations, also called “heterologous hybridizations,”
have been used to show that the GRASP cDNA microarrays are effective tools for
global gene expression profiling using targets from various salmonid species includ-
ing Atlantic salmon, rainbow trout, chinook salmon, and lake whitefish (Rise et al.
2004b, von Schalburg et al. 2005b) (Table 22.5). In addition to cross-species
hybridization studies, GRASP cDNA microarrays have been used in studies of
salmonid brain gene expression (Aubin-Horth et al. 2005) and ovary development
(von Schalburg et al. 2005a, 2006), immune-relevant tissue gene expression responses
to pathogens (Rise et al. 2004a, Morrison et al. 2006), vaccines (Purcell et al. 2006,
Martin et al. 2006), tumor promoters (Tilton et al. 2006), hepatic genes responding to
growth hormone transgenesis (Rise et al. 2006), and comparisons of the white muscle
transcriptomes of different lake whitefish ecotypes (Derome et al. 2006) (Table 22.4).

2. Institute for Marine Biosciences (IMB) 4K cDNA microarray: Construction of the
IMB microarray is described in Ewart and others (2005). Briefly, 4,104 clones were
selected from Atlantic salmon liver, hematopoietic kidney, spleen, and macrophage
cDNA libraries (not normalized), and SSH libraries from immune tissues or cells of
fish infected by the bacterial pathogen Aeromonas salmonicida. Clone inserts were
amplified by PCR, purified, resuspended in dH2O, and spotted in duplicate on Gap
II glass slides (Corning, NY, USA) in 50% dimethyl sulfoxide (DMSO). The entire
array of 8,208 spots was reprinted on the lower half of the slide. Two-fold dilutions
of a plasmid encoding chlorophyll synthetase G4 from Arabidopsis thaliana were
included at the bottom of each subarray to serve as internal controls. The IMB
4K microarray has been used to study salmonid gene expression responses to
A. salmonicida infection (Ewart et al. 2005), and growth hormone transgenesis
(Rise et al. 2006) (Table 22.4).

384 Analysis of Genome Expression and Function

Table 22.5. Hybridization characteristics of labeled Atlantic salmon (AS), rainbow trout (RT),
chinook salmon, and lake whitefish targets to AS and RT probes on the 16K GRASP chip1.

Target 
hybridized to Atlantic Rainbow Chinook Lake
chip salmon trout salmon whitefish

Probes on AS RT AS RT AS RT AS RT 
microarray (13,421) (2,576) (13,421) (2,576) (13,421) (2,576) (13,421) (2,576)
(number of 
spots on chip)
Average % of 52.6± 59.5± 60.7± 74.4± 48.3± 62.9± 48.9± 57.8±
salmonid 7.9 7.5 9.6 6.6 4.4 4.8 2.4 0.9
probes passing 
threshold ±
standard
deviation2

1Data are from von Schalburg et al. 2005b. All targets were Cy3 or Cy5-labeled and hybridized to slides
from the same batch where possible. Number of replicate slides per species: AS = 8, RT = 4, Chinook
salmon = 4, Lake whitefish = 2.
2Hybridization signal threshold was defined as two standard deviations above mean signal from Arabidopsis
features.



3. University of Kuopio 1.4K cDNA microarray: The Kuopio 1.4K cDNA microarray
was first described by Krasnov and others (2005b). In a collaboration involving the
Institute of Applied Biotechnology of the University of Kuopio and the National
Center for Cool and Cold Water Aquaculture (USDA), approximately 1,400 pri-
marily rainbow trout cDNA sequences were selected from ESTs arising from SSH
and normalized cDNA libraries (Rexroad et al. 2003, Krasnov et al. 2005b).
Salmonid cDNAs were amplified by PCR with universal primers, purified, and
printed on poly-(L) lysine-coated slides; each clone was printed six times per slide
(Krasnov et al. 2005b). The Kuopio 1.4K microarray has been used to study expres-
sion of rainbow trout 14-3-3 paralogs (Koskinen et al. 2004a), and salmonid gene
expression responses to environmental toxicants (Koskinen et al. 2004b, Krasnov
et al. 2005c), and handling stress (Krasnov et al. 2005b). In addition, this microar-
ray has been used to study the transcription of transposons (Krasnov et al. 2005a),
the heart gene expression response to temperature acclimation (Vornanen et al.
2005), whole fry genes responsive to M74 (early life stage mortality) (Vuori
et al. 2006), and macrophage genes responsive to lipopolysaccharide (Mackenzie
et al. 2006) (Table 22.4).

4. Oregon State University 1.6K oligonucleotide (70-mer) microarray: The OSU 1.6K
microarray contains 1,672 rainbow trout 70-mer oligonucleotides, representing
about 1,400 putative stress-responsive genes (Tilton et al. 2005). The oligonu-
cleotides, designed from unique gene regions using ProbeSelect (Li and Stormo
2001) and synthesized by Operon Technologies (Alameda, CA) and Sigma Genosys
(The Woodlands, TX), were resuspended in buffer (3� SSC plus 1.5M betaine)
and printed in duplicate onto Corning UntraGap slides (Tilton et al. 2005). The
OSU 1.6K microarray contains SpotReport Alien Oligos (Stratagene) and buffer-
only control spots, and has been used to assess the impact of aflatoxin B1-induced
carcinogenesis on the rainbow trout liver transcriptome (Tilton et al. 2005)
(Table 22.4).

5. Chum salmon mtDNA oligonucleotide (17 to 20-mer) microarray: The chum
mtDNA microarray contains 38 short (17 to 20 bases long) oligonucleotides
designed to allow microarray-based detection of chum salmon mitochondrial DNA
(mtDNA) haplotypes (Moriya et al. 2005) (Table 22.4).

6. Small-scale cDNA microarray containing genes involved in lipid metabolism: This
microarray was created by scientists from the National Institute of Nutrition and
Seafood Research (Bergen, Norway), the Institute for Marine Biosciences (Halifax,
NS, Canada), and the Institute of Aquaculture (Stirling, UK) (Jordal et al. 2005). It
contains 73 primarily Atlantic salmon cDNA features, spotted in quadruplicate on
CMT-GAPS coated slides (Corning Microarray Technology) (Jordal et al. 2005).
This microarray, which also includes control spots (i.e., a concentration gradient of
an Arabidopsis thaliana cDNA) and several housekeeping genes, has been used to
study the effects of different dietary oils on Atlantic salmon liver gene expression
(Jordal et al. 2005).

7. Small-scale rainbow trout cDNA microarray: This microarray was created by scien-
tists at the University of Victoria (Victoria, BC, Canada). In its original form, it
contained 147 (now more than 200, MM Vijayan, personal communication) unique
rainbow trout cDNA fragments whose identity and function are known. Fragment
lengths range from 450 to 550 bps and are amplified from the most highly con-
served regions of the genes. The products represent a wide range of molecular
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functions, including metabolism, signaling, transport, immune, endocrine, and
development, as well as oncogenes and chaperones. Each product was brought up
in 3� SSC to a final concentration of 50 ng/�l and spotted in triplicate on poly-L
lysine coated slides (Telechem, Sunnyvale, CA, USA). The microarray also contains
a 500-bp fragment from the Lambda Q bacterial gene as an internal control spot.
The array has been used to study the transcriptional response to acute stress in
rainbow trout livers (Wiseman et al. 2006).

DNA Microarray Design and Construction

All salmonid DNA microarrays currently represented in the literature are either cDNA
or oligonucleotide microarrays (Table 22.4). There are numerous resources for DNA
microarray design, construction, and use, including Appendix 10, DNA Array Technol-
ogy in the Third Edition of Molecular Cloning: A Laboratory Manual (Sambrook
and Russell 2001) and DNA Microarrays: A Molecular Cloning Manual (Editors, Bowtell
and Sambrook 2003). These resources provide extensive explanations of the steps and
considerations involved in building a DNA microarray (i.e., substrates, buffers, printing
robots) and in designing and executing DNA microarray experiments (i.e., target syn-
thesis and labeling, hybridization, image acquisition, and analysis). We refer the reader
to these resources for background information, and will present examples of experi-
ments illustrating the utility of currently available salmonid DNA microarrays. The
sample microarray experiments have been designed to be performed with GRASP
cDNA microarrays (Table 22.4). The fabrication of GRASP microarray involves PCR
amplification of transcript sequences using universal primers, purification of PCR prod-
ucts, and robotic printing of salmonid and control cDNAs onto glass slides at the Gene
Array Facility at the Prostate Centre, Vancouver General Hospital (von Schalburg et al.
2005b).

Microarray Experimental Design and Data Analysis

All microarray experiments should be MIAME-compliant (Brazma et al. 2001).
MIAME (minimum information about a microarray experiment) guidelines were
developed to standardize methods of reporting all aspects of a microarray experi-
ment, including platform design, sample origin, target synthesis, hybridization and
wash conditions, and methods of data extraction and analysis. The MIAME Checklist
(see Web References) assists the microarray user in collection and organization of
information required for MIAME compliance.

Currently, salmonid DNA microarrays are being used primarily for global gene
expression profiling (Table 22.4). However, the development of new microarray-
based procedures, including splice-variant analysis, on-chip chromatin immuno-
precipitation (Hoheisel 2006), and nonprotein-coding RNA expression analysis
(Hüttenhofer and Vogel 2006), will potentially influence future salmonid microarray-
based research. Microarray experiments are often run with groups of pooled samples,
and incorporate technical replicates (i.e., two replicates and two dye swaps) to iden-
tify microarray features (transcripts or genes) that have reproducible and characteris-
tic expression differences between sample types. RNA sample pooling is thought to
decrease the influence of biological variability, allowing the identification of substan-
tive gene expression changes between sample types using relatively few microarrays
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(Kendziorski et al. 2005). Although microarray experimental designs may involve
individual fish samples and therefore provide information on biological variability
(i.e., Aubin-Horth et al. 2005), the issue of biological variability is often addressed
using a relatively less expensive technique such as real-time quantitative reverse tran-
scription (RT)—polymerase chain reaction (QPCR). We discuss QPCR validation of
microarray results in an upcoming section of this chapter.

Experiments involving custom-built DNA microarrays are often “two-dye” experi-
ments, so named because each chip is hybridized with a mixture of two targets labeled
with different fluorescent dyes (i.e., Cy3-labeled infected macrophage target versus
Cy5-labeled noninfected macrophage target) (Rise et al. 2004a). DNA microarray
experiments may directly compare gene expression in two samples as in Figure 22.1
and 22.2 or they may be of reference design (i.e., von Schalburg et al. 2005a), or loop
design (i.e., Aubin-Horth et al. 2005). A discussion of strengths and weaknesses of dif-
ferent microarray experimental designs may be found in Churchill (2002). The inclu-
sion of dye swaps in microarray experimental designs helps to reduce the confounding
effects of dye bias (i.e., differences in fluorescence signal between channels based on
the dyes used rather than on transcript abundance in the RNA samples being com-
pared) when using nonreference designed array experiments. We will present two
examples of direct comparison, two dye experiments using GRASP cDNA microar-
rays to illustrate some of the methods and products that may be used for microarray-
based research.

Sample Microarray Experiment No. 1

The products listed are simply examples from a wide variety of commercially available
products related to microarray-based research, and are not necessarily recommended
by the authors. The following hypothetical experiment is designed to identify genes
differentially expressed in growth-enhanced Atlantic salmon liver tissue and control
nonenhanced Atlantic salmon liver tissue, both from adult males. The design of this
microarray experiment includes only technical replicates with pooled samples, and
therefore will not provide information on biological variability. (QPCR validation of
selected informative genes, using cDNA templates from individual growth-enhanced
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Figure 22.1. A. Steps involved in cDNA target synthesis and microarray hybridizations using
Genisphere (Hatfield, PA) Expression Array Detection Kits. B. An example of a dual color
nucleic acid microarray hybridization using Genisphere 3DNA reagents and methods.
Genisphere figures are used with permission. (Also see color plate.)



and nonenhanced fish tissues, may be used to assess biological variability.) Liver tis-
sue is removed from 10 growth enhanced and 10 nonenhanced males, flash-frozen in
liquid nitrogen, and archived at �80°C until RNA preparation. Flash frozen tissues
are individually ground to a fine powder using baked (220°C, 5 hours) ceramic mor-
tars and pestles under liquid N2. Total RNA is prepared separately from each tissue
using TRIzol reagent (Invitrogen), and cleaned using the RNeasy MinElute kit
(Qiagen). Each cleaned RNA sample is quantified by Nanodrop ND-1000 spec-
trophotometry (Nanodrop Technologies, Wilmington, DE) and quality checked (i.e.,
by agarose gel or Agilent Bioanalyzer) prior to pooling. The pooled growth-enhanced
RNA sample contains equal quantities of high-quality total RNA from each of the ten
individuals, and the pooled nonenhanced RNA sample is similarly prepared. Growth-
enhanced versus non-enhanced liver cDNA targets are synthesized and hybridized to
GRASP 16K microarrays using a commercially available microarray hybridization kit
such as Genisphere Array 50 Array Detection Kit for Microarrays. The Array 50
instruction manual (see Web References) provides a detailed explanation of the label-
ing system chemistry and methods, which involves successive hybridizations of cDNA
targets and fluorescent 3DNA reagents to the microarrays (Figures 22.1A, 22.1B).
For each cDNA target synthesis, 20 �g total RNA is reverse transcribed using oligo
d(T) primers with 3� or 5� unique sequence overhangs for the Cy3 or Cy5 labeling
reactions, respectively. Microarrays are prepared for hybridization as previously
described (Rise et al. 2004a). Labeled targets are hybridized to microarrays in a for-
mamide-based buffer (25% formamide, 4� SSC, 0.5% SDS, 2� Denhardt’s solution)
for 16 hours at 52°C. The arrays are washed and dried (Rise et al. 2004a), and the Cy3
and Cy5 3-dimensional fluorescent molecules (3DNA™ capture reagent, Geni-
sphere) are hybridized to the bound cDNA on the microarray; the Cy3 and Cy5
3DNA capture reagents bind to their complementary cDNA capture sequences on
the Cy3 and Cy5 oligo d(T) primers, respectively (Figures 22.1 A,B). The second
hybridization is 3 hours at 52°C, and microarrays are washed and dried (Rise et al.
2004a). Fluorescent images of hybridized arrays are acquired immediately at 10 �m
resolution using ScanArray Express (PerkinElmer). The Cy3 and Cy5 cyanine fluors
are excited at 543 nm and 633 nm, respectively, and the same laser power (90%) is
used for all slides. Photomultiplier tube (PMT) settings are optimized for each slide
to give maximum dynamic range. Microarray data extraction and analysis, and evalua-
tion of microarray signal quality, are discussed in relation to sample microarray exper-
iment No. 2. Figures illustrating microarray experimental design and data analysis are
also presented for the second sample experiment.

Sample Microarray Experiment No. 2

The following experiment is designed to identify genes differentially expressed during
normal rainbow trout embryogenesis. A similar experiment has been performed in
collaboration with Dr. R. H. Devlin (Fisheries and Oceans Canada), and is the sub-
ject of a manuscript in preparation. In sample experiment No. 2, GRASP 3.5K micro-
arrays are used to compare global gene expression in several embryonic stages to that
of a reference sample (50% hatched). One comparison (blastodisc versus 50% hatched)
is illustrated in Figure 22.2, along with an example of results from this comparison.
MicroPoly(A) Pure kits (Ambion) are used to prepare mRNA from 20 individuals
each of 10 developmental stages from blastodisc to 50% hatched. To have adequate
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quantities of template for microarray target syntheses, mRNA from each develop-
mental stage is amplified using the MessageAmp aRNA kit (Ambion) and the manu-
facturer’s instructions (see Web References). Amplified RNA (aRNA) samples are
visualized on agarose gels to check quality and quantity. Synthesis of fluorescently
labeled cDNA targets uses antisense RNA (aRNA) templates, random primers
(Roche), dNTPs containing Cy3-dUTP or Cy5-dUTP (Amersham), RNAguard
ribonuclease inhibitor (Amersham), and Superscript II RNase H� reverse transcrip-
tase (Invitrogen), and follows the method in Rise and others (2004a). Labeled targets
are treated with RNase, cleaned using the Qiaquick PCR purification kit (Qiagen),
and precipitated overnight using standard methods. Each labeled target is recovered
by centrifugation (14,000 rpm, 4°C, 1 hour), washed in 70% ethanol, air dried, and
resuspended in 60 �l of hybridization buffer: 50% deionized formamide, 5� SSC,
0.1% SDS, 5 �l of 5 �g/�l oligo dT blocker, 5 �l of 2 �g/�l BSA (Pierce), and 2 �l of
10 �g/�l sonicated human placental DNA (Sigma). Targets are incubated at 96°C for
3 minutes, and then at 60°C until applied to microarrays. Microarrays are prepared
for hybridization by washing 2 � 5 minutes in 0.1% SDS, washing 5 � 1 minute in
MilliQ H2O, immersing 3 minutes in 95°C MilliQ H2O, and drying by centrifugation
(514 � g, 5 minutes, in 50 ml conical tube). Microarray hybridizations are run in the
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Figure 22.2. Design for a microarray experiment directly comparing global gene expression in
two salmonid developmental stages. Arrows symbolize microarrays, with arrow bases showing
Cy3-labeled samples and arrow heads showing Cy5-labeled samples. TIFF images of a section
of the GRASP 3.5K microarray are shown. (Also see color plate.)



dark under HybriSlips hybridization covers (Grace Biolabs) in slide hybridization
chambers (Corning) submerged in a 48°C water bath for 16 hours. Coverslips are
floated off, and microarrays are washed and dried as described in Rise and others
(2004a).

Fluorescent images of hybridized arrays are acquired immediately at 10 �m resolu-
tion using the ScanArray Express (PerkinElmer), or a comparable microarray scan-
ner. Fluorescent intensity data are extracted from Tagged Information File Format
(TIFF) images using microarray image processing software such as Imagene 5.5
(BioDiscovery), QuantArray (PerkinElmer), or GenePix Pro (Molecular Devices).
Microarray data extraction begins with the creation of a grid representing the two-
dimensional arrangement of features on the slide. The TIFF images for both channels
from a chip in a two-dye experiment are imported into ImaGene, and the grid is
placed over the microarray spots, adjusted, and linked to a gene identification file.
ImaGene grids and gene identification files supporting published microarray studies
are available on the cGRASP Web site (http://web.uvic.ca/cbr/grasp). Microarray fea-
tures in areas with spatial effects (i.e., dust particles or high background) may be man-
ually flagged as “marginal,” and features with signal values less than a set threshold
(such as one standard deviation of mean local background) are automatically flagged
as “absent” in ImaGene raw data files.

Microarray data transformation (i.e., background correction, setting background
corrected values less than 0.01 to 0.01), normalization (i.e., locally weighted linear
regression [Lowess]) (Cleveland 1979), and subsequent analysis (i.e., filtering, clus-
tering) can be performed using proprietary software such as GeneSpring (Agilent
Technologies) or GenePix Pro (Molecular Devices), or with the open source software
Bioconductor (see Web References). For a review of methods related to microarray
data transformation and normalization, see Quackenbush (2002). A scatterplot show-
ing the background-corrected, Lowess normalized (BCLN) data from one microarray
(Cy3-labeled 50% hatched versus Cy5-labeled hindbrain swelling developmental
stage) in an embryogenesis study is shown in Figure 22.3. Selected transcripts with
greater than twofold difference in BCLN signal (expression) between these develop-
mental stages are labeled on the scatterplot (Figure 22.3). Not surprisingly, hatching
enzyme-like gene (in capital letters on Figure 22.3) and muscle transcripts such as
myosin light chain 2, myosin heavy chain, creatine kinase, and tropomyosin, were
greater than twofold up-regulated in the 50% hatched stage fish relative to hindbrain
swelling stage fish (Figure 22.3). A hatching enzyme-like gene was selected for QPCR
confirmation of microarray results. See the Validation of Microarray Experimental
Results section.

The shaded area in Figure 22.3 contains salmonid features with BCLN signal val-
ues relatively close to background. As microarray signal data approaches background,
variability increases and reproducibility decreases. This higher variability is often
illustrated by the increased spread of low-signal data in microarray scatterplots. To
evaluate microarray hybridizations, quality statistics may be compiled in Excel from
raw fluorescence intensity report files. Data can be sorted by feature type (i.e.,
salmonid spots, Arabidopsis DNA spots, and other control spots for GRASP cDNA
microarrays) in Excel. Median signal values from exogenous genome control spots
(Arabidopsis cDNAs on GRASP chips) may be used to calculate threshold (i.e., mean
plus two standard deviations), and mean numbers of salmonid features passing
threshold can be determined for Cy3 and Cy5 data separately. The assignment of a
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threshold based on variability in signal from control features allows the rapid identifi-
cation of salmonid features with lower trust data.

Fine-tuning Microarray Data Analysis and Interpreting Results

Data and images shown in Figure 22.4 were generated with GeneSpring microarray
data analysis tools. Venn diagrams can be used to identify reproducibly informative
features on replicate microarrays. For example, using GeneSpring, Venn diagrams
identified 98 transcripts that were greater than twofold up-regulated in Piscirickettsia
salmonis-infected Atlantic salmon macrophages on all three replicate slides of a study
(Figure 22.4A) (Rise et al. 2004a). GeneSpring also allows data filtering (i.e., select-
ing features deemed “present” in ImaGene raw data), and includes clustering
methods such as K means, hierarchical, principal components analysis, and QT
clustering. In addition, statistical analysis of microarray experimental results may be
conducted using GeneSpring. Clustering microarray data can reveal gene expression
patterns, providing insight into the molecular mechanisms involved in morphological
and physiological processes. With Dr. R. H. Devlin, we used K means (Figure 22.4B)
and hierarchical clustering (Figure 22.4C) to analyze data from a GRASP microarray
experiment looking at normal global gene expression changes occurring throughout
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Figure 22.3. Scatterplot showing background corrected, Lowess normalized (BCLN) signal
data for one GRASP 3.5K microarray in an embryogenesis study. Select informative genes (dif-
ferentially expressed in the two developmental stages) are labeled.



rainbow trout embryogenesis. One K means cluster from this experiment contains
genes that are more highly expressed in early embryos (blastodisc) than in subsequent
developmental stages (neural groove through hindbrain swelling) (Figure 22.4B).
Hierarchical clustering of filtered data allowed identification of a suite of genes
expressed at comparable levels in early (blastodisc) and late (50% hatched) stages,
and at lower levels in intermediate stages (i.e., hindbrain swelling, or Stage 5 in 
Figure 22.4C).

A successful microarray experiment identifies suites of genes that have
responded in characteristic ways to an altered experimental parameter (i.e., contact
with a pathogen for Figure 22.4A, or time after fertilization for Figures 22.4B
and 22.4C).

The next step in a microarray experiment is to use the functional annotations of
informative genes to identify altered molecular pathways and biological processes.
A salmonid microarray experiment may identify hundreds of reproducibly informa-
tive features. Currently, relatively few salmonid nucleotide or amino acid sequences
in public data repositories (i.e., GenBank, Swiss-Prot) are functionally annotated.
Therefore, the annotations reported for microarray-identified salmonid genes are
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Figure 22.4. Examples of methods for analyzing microarray data. (Also see color plate.)



often those associated with candidate orthologous sequences from well-studied
vertebrates such as human, mouse, rat, chicken, and zebrafish (i.e., Tables 1–4 from
Rise et al. [2004a]). For each informative chip feature, the top (most negative E
value) BLASTN, BLASTX, and tBLASTX hits are analyzed. The extent of aligned
sequence, percent identity over the aligned region, and associated E value for a
BLAST hit help the researcher to decide if the subject (nonsalmonid) sequence actu-
ally represents an ortholog of the query (salmonid) sequence. Functional information
on salmonid genes and their putative orthologs may be gathered from public data-
bases such as the Gene Ontology (GO) Database and the UniProt Knowledgebase
(see Web References). The GO Consortium, established to develop a standardized
language describing gene and protein functions, annotates sequences by molecular
function, cellular component, and biological process. Bioinformatics tools such as
GenMAPP (Dahlquist et al. 2002), MAPPFinder (Doniger et al. 2003), and Pathway-
Explorer (Mlecnik et al. 2005) use the functional annotations of differentially
expressed genes to identify altered biological pathways.

Prior to submitting reports involving microarray data to peer-reviewed journals,
raw (TIFF images) and extracted (i.e., ImaGene files) microarray data should be
deposited in a public microarray data repository such as NCBI’s Gene Expression
Omnibus (see Web References). In addition, quality statistics, TIFF images, a gene
identification file, and raw and normalized data files can be made available as online
supplemental data supporting submitted manuscripts (for examples, see http://www.
uvic.ca/cbr/grasp).

Validation of Microarray Experimental Results

To decrease the influence of biological variation, as well as costs, microarray experi-
ments are often run using pooled RNA samples (i.e., pooled infected spleen RNA
from 10 individuals versus pooled noninfected spleen RNA from 10 individuals).
In addition, SSH libraries are usually constructed using pooled RNA samples. How-
ever, RNA samples from individual fish contributing to the pools should be archived
at �80°C for use in experiments designed to validate microarray results. Chauqui and
others (2002) present an overview of methods used to validate microarray results,
such as quantitative RT-PCR (QPCR), semiquantitative RTPCR, northern blot, and
in situ hybridization, as well as issues to consider when choosing a validation method.
Following a microarray experiment, candidate informative genes are selected for vali-
dation. For example, a microarray experiment might identify hundreds of hepatic
genes that appear to be reproducibly induced or suppressed in fast-growing fish rela-
tive to fish exhibiting normal growth rates. Five to 10 of these candidate informative
genes might be selected for validation using QPCR. Both technical replicates (i.e.,
each reaction run in triplicate) and biological replicates (i.e., 10 different fish for each
condition) may be incorporated into QPCR experimental designs. QPCR performed
on RNA templates derived from individual fish samples allows assessment of biologi-
cal variability associated with the expression of genes of interest arising from microar-
ray, SSH, and other studies.

QPCR uses gene-specific primers for informative genes (i.e., genes identified as
being differentially expressed between sample types within an experiment) and for a
normalizer gene (a gene stably expressed in all samples within the experiment). While
there are numerous methods, products, and instruments available for performing
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QPCR, they all aim to determine the starting amounts of specific gene sequences
within RNA or DNA samples. The simplest and more affordable QPCR methods use
fluorescent dyes, such as SYBR Green, that bind double-stranded DNA. QPCR mas-
ter mixes, such as Brilliant SYBR Green QPCR Master Mix (Stratagene), contain
SYBR Green, buffer, MgCl2, dNTPs, and hot-start Taq DNA polymerase. The user
supplies gene-specific primers and cDNA templates. We present a sample QPCR
method designed to validate microarray-identified Atlantic salmon spleen genes
responsive to a viral infection. We also show results of a QPCR experiment (Figure
22.5) designed to confirm an informative gene (hatching enzyme) identified in the
embryogenesis microarray experiment depicted in Figures 22.2, 22.3, 22.4B, and
22.4C. The gene encoding HSC71 was shown in microarray experiments to be stably
expressed throughout embryonic development, and was therefore deemed to be an
appropriate normalizer gene for this QPCR experiment (Figure 22.5). Since the
QPCR in Figure 22.5 used pooled RNA templates (n � 20 embryos from each devel-
opmental stage), these results do not provide information on biological variability.

Sample QPCR Experiment

Total RNA is prepared individually from flash-frozen infected (n � 10) and nonin-
fected (n � 10) Atlantic salmon spleens from each time point in an experimental
infection using TRIzol reagent and methods (Invitrogen). RNA samples are treated
with RNase-free DNase (Qiagen) to remove traces of genomic DNA contamination,
and cleaned using the RNeasy MinElute kit (Qiagen). For each individual, 2 �g of
total RNA are reverse transcribed using 200 ng oligo d(T)16 primer. Reverse tran-
scription reactions include 40U RNase inhibitor (Promega), 500 �M dNTPs, 10 mM
DTT, and 400U SuperScript II RNase H� reverse transcriptase (Invitrogen) with the
manufacturer’s buffer. First-strand cDNAs are diluted 1:10 and used as templates for
QPCR analysis. QPCR uses two PCR primers per gene and SYBR Green I dye.
Genes of interest (GOI) are selected from the results of microarray experiments. A
normalizer gene, with stable expression levels in all infected and noninfected samples
at all time points, is selected based on microarray results. Primer pairs for GOI and
the normalizer gene are designed from EST FASTA files using Primer3 (see Web Ref-
erences) and the following guidelines: product size 150–250 bp, Tm 60°C � 1°C, and
with at least 3 of the 3� terminal 6 bases G/C. Twenty-five �l reactions containing 2 �l
diluted template, 200 nM each primer, and 1� Brilliant SYBR Green QPCR Master
Mix (Stratagene), are run in triplicate using a Mx3000P Real-time PCR System
(Stratagene) and the following cycling parameters: 95°C for 9 minutes, then 40 cycles
of 95°C for 15 seconds, 52°C for 30 seconds, 72°C for 45 seconds. Controls (no tem-
plate) and standard curves are run for all primer pairs.

Triplicate threshold cycle values (Ct) for each GOI with each treated (infected)
template are first normalized (GOI minus average normalizer gene Ct for the same
template). Normalized Ct values from infected and control samples can be compared
(converted to fold differences) using the relative quantification method with amplifi-
cation efficiencies calculated from standard curves (Pfaffl 2001, Pfaffl et al. 2002) or
kinetic curves (Liu and Saint 2002). Ct values and calculations are made available as
online supplements for associated publications. Melting curves and end-point analysis
on agarose gels are run for all GOI and normalizer gene QPCR products to ensure
that they are strong, single bands of the expected sizes.
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Other Global Gene Expression Profiling Methods

The two most widely known methods for comprehensive analysis of gene expression
in largely uncharacterized genomes are SAGE (serial analysis of gene expression) and
MPSS (massively parallel signature sequencing). SAGE has been used for global gene
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expression profiling studies with agricultural animals including chicken (Wahl et al.
2004), swine (Blomberg et al. 2005), and cattle (Neill et al. 2006), and MPSS data-
bases have been generated for rice and grapes (Nakano et al. 2006). However, neither
of these alternatives to microarray technologies has yet been used in salmonid
research. Since this may not always be the case, we present overviews of SAGE and
MPSS technologies. SAGE (Velculescu et al. 1995) and MPSS (Brenner et al. 2000a,
2000b) are sequence-based methods that quantify transcripts in a cDNA library. Both
techniques generate short (usually 10–14 nucleotide for SAGE, 17–20 nucleotide for
MPSS) sequence tags derived from defined regions near the 3� ends of transcripts
(Coughlan et al. 2004).

Serial Analysis of Gene Expression (SAGE)

The following outline of the SAGE method comes from the I-SAGE Kit (Invitrogen)
manual (see Web References). This SAGE method involves binding a poly(A)� RNA
sample to oligo(dT) primer-coated magnetic beads, and synthesis of double stranded
cDNA on the beads using reverse transcriptase and DNA polymerase. The cDNA
molecules are cleaved with an “anchoring enzyme,” a restriction enzyme such as Nla
III with a 4-nucleotide recognition site (therefore cutting approximately every 250
bps). The cDNA samples are divided into two fractions and adapter oligonucleotides
containing recognition sequences for a Type IIS restriction endonuclease, and prim-
ing sites for amplification by PCR, are ligated onto anchoring sequences. A Type IIS
restriction enzyme such as BsmF I, which cuts approximately 13 nucleotides away
from the enzyme’s binding site, is used to liberate approximately 50 bp (40 bp of
adaper sequence plus 10–14 bp cDNA-specific sequence tag) cDNA fragments. The
two fractions of cDNA fragments are ligated together, forming approximately 100 bp
ditags that are amplified by PCR. The anchoring enzyme is used to liberate 26 bp
ditags (each containing 10–14 bp unique sequence tags from two transcripts) that are
purified and ligated together into concatenated chains. Concatamers containing
20–50 tags are cloned and sequenced by conventional methods. Transcript abundance
is determined by dividing the number of times a transcript-specific tag is identified by
the total number of tags sequenced.

Massively Parallel Signature Sequencing (MPSS)

MPSS data sets generally contain over 1 million signature sequences from a single
library, providing up to tenfold clone coverage of the transcripts in that library (Stauffer
et al. 2004). This depth of transcriptome coverage allows MPSS to provide statistically
reliable analysis of genes present at quantities as low as one copy per cell (Jongeneel
et al. 2003). MPSS is performed by Lynx Therapeutics (Hayward, CA). Lynx Therapeu-
tics begins the MPSS procedure with at least 100 �g of total RNA for each sample to
be analyzed. The processing of samples and generation of MPSS data sets usually
take approximately 10 weeks from the date of RNA receipt, and datasets (including
signature tag sequences, abundances of signatures in transcripts per million, accession
numbers of reference cDNA sequences used to annotate tags, gene annotations, and
positions of signatures relative to poly[A] tails of transcripts) are provided by Lynx as
tab-delimited files (Jongeneel et al. 2003).
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The MPSS method uses Lynx’s Megaclone™ technology to construct a cDNA
library on the surfaces of microbeads from a poly(A) RNA sample (Brenner et al.
2000a). Poly(A) RNA is used as template for the synthesis of cDNA by reverse tran-
scription with tailed oligo-dT primers. This pool of greater than 1 million original
cDNA molecules is digested with DpnII, and the 3-prime DpnII fragments including
poly(A) tails are cloned into a plasmid library containing over 16 million different
32-base “address tags” (Tyagi 2000, Constans 2002). Following PCR amplification of
the cDNA library (with one primer fluorescently labeled), denatured cDNA-address
tag conjugates are hybridized for 72 hours to microbeads. Each microbead is coated
with a 32-base “capture oligonucleotide” complementary to an address tag. Approxi-
mately 100,000 amplified copies of a particular cDNA fragment hybridize and are lig-
ated to each microbead (Tyagi 2000, Constans 2002). By setting the number of
address tag and capture oligonucleotide sequences at greater than 16 million, Lynx
ensures that each cDNA molecule in the preamplified library (representing one tran-
script in the original tissue) is bound to a unique tag and assigned to a unique
microbead (Brenner et al. 2000a, Tyagi 2000, Constans 2002). Lynx then separates
cDNA-loaded from unloaded microbeads using fluorescence-activated cell sorting
(FACS). Approximately 1.5 million fluorescent microbeads are distributed and immo-
bilized in a monolayer at the bottom of a microfluidic flow-cell (Brenner et al. 2000b).
Sequencing reagents flow past the stationary microbeads, the fluorescence from
which is continuously monitored by imaging. Lynx performs MPSS from each cDNA’s
DpnII site using proprietary chemistry and instrumentation (Tyagi 2000). On all
microbeads in the flow-cell, 20 bp cDNA signature sequences are read by five succes-
sive cycles of exposing and sequencing 4-nucleotide segments (Brenner et al. 2000b,
Tyagi 2000). Each cycle involves adaptor ligation followed by digestion with a Type II
restriction enzyme (e.g., Bbv I), characterized by cutting a defined number of bases
from the restriction site and leaving 4-nucleotide overhangs (Tyagi 2000). Exposed 4
base-long cDNA segments are sequenced by hybridization to a suite of 1024
“encoded adaptors,” followed by successive hybridizations with fluorescent decoder
oligonucleotides (Brenner et al. 2000b, Tyagi, 2000). When 20 bp signature tags have
been collected on all microbeads in the flow cell, Lynx quantifies tags and translates
their abundances to transcripts per million (tpm) values. In addition to the signature
sequence and tag abundance dataset for each library, Lynx also provides bioin-
formatics support including tag identification based on alignments with public
and private sequence databases and positioning of tags on cDNAs relative to
poly(A) tails.

Applications for Salmonid DNA Microarrays

Salmonids are prominent models for studies involving environmental toxicology, car-
cinogenesis, comparative immunology, disease ecology, and the molecular genetics and
physiology of the stress response, olfaction, vision, osmoregulation, growth, nutrition,
and gametogenesis (reviewed in Thorgaard et al. 2002, Rise et al. 2004b). Furthermore,
Atlantic salmon and rainbow trout are of particular importance to the global aqua-
culture industry.
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Environmental Toxicant Exposures (Toxicogenomics)

Toxicogenomics is a relatively new field that uses genomic research tools and tech-
niques, such as SSH cDNA library construction and characterization, DNA microar-
rays, and QPCR, to determine how toxicant exposures impact molecular pathways and
biological processes in individuals and populations. Salmonids such as rainbow trout
have served as important model organisms for toxicology research (Thorgaard et al.
2002). Salmonids are important in the global aquaculture industry and sports fishery,
and therefore represent a way in which bioaccumulated toxicants may impact human
populations. Since there are naturally reproducing populations of salmonids through-
out the world, this family of fish serves as an ecotoxicogenomic model, bridging the gap
between laboratories and the aquatic environment. Existing salmonid microarrays
(Table 22.4) contain up to thousands of previously identified salmonid genes, and their
use in toxicogenomic studies (i.e., Koskinen et al. 2004b, Krasnov et al. 2005c) provides
valuable information on molecular mechanisms of toxicity. However, these genomic
resources may be missing some toxicant-responsive salmonid genes. A complete
understanding of the molecular mechanisms by which environmental toxicants alter
salmonid physiology and development may require, in addition to the use of existing
genomic tools, the development of new resources (e.g., targeted SSH libraries and
toxicant-responsive EST databases) tailored to toxicogenomic research.

Aquaculture

A key goal of microarray-based research relevant to aquaculture has been to identify
genes potentially involved in production-relevant traits such as growth rate (Rise
et al. 2006), temperature acclimation (Vornanen et al. 2005), and responses to han-
dling stress (Krasnov et al. 2005b), pathogens (Rise et al. 2004a, Ewart et al. 2005,
Morrison et al. 2006, MacKenzie et al. 2006), and vaccines (Martin et al. 2006, Purcell
et al. 2006). As an example of this type of work, one might wish to develop a suite of
molecular biomarkers for rapid growth potential for use in marker-assisted selection
of broodstock with enhanced growth characteristics. This work would potentially
focus on tissues involved with growth (i.e., muscle), the regulation of growth (i.e.,
brain, liver), and blood (nonlethal samples for potential use in selective breeding
programs).

The traditional method for identifying candidate genes contributing to quantitative
traits involves crosses of inbred strains, and the mapping of QTL by comparing the seg-
regation of the trait to those of multiple genetic markers. Salmonid genetic maps (i.e.,
Nichols et al. 2003b, Woram et al. 2004, Moen et al. 2004b) have been used to map
QTL contributing to production traits such as temperature tolerance (Jackson et al.
1998, Somorjai et al. 2003) and resistance to disease (Nichols et al. 2003a, Rodriguez
et al. 2004, Moen et al. 2004a). However, low marker densities on salmonid genetic
maps currently prevent the fine mapping needed to identify positional candidate genes
for QTL (Rexroad et al. 2005). It is possible that global gene expression profiling
methods may augment this approach by identifying heritable gene expression signa-
tures correlated with quantitative traits.

DNA microarrays have been used to identify candidate genes potentially contribut-
ing to quantitative traits (Liu et al. 2001, de Koning et al. 2005, Stylianou et al. 2005).
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A recent rat microarray study identified coexpressed genes potentially contributing to
the quantitative trait hypertension (Hinojos et al. 2005). Genes found to be coexpressed
in microarray experiments may have common mechanisms of transcriptional regulation
(Thijs et al. 2002). For example, microarray experiments in rice identified suites of
genes responsive to cold, drought, high salinity, and abscisic acid treatment, and a set of
15 genes that responded to all four stressors (Rabbani et al. 2003). Analyses of 5-prime
sequences of microarray-identified, stress-induced rice genes revealed known and novel
cis-acting elements relevant to stress response, and may lead to the identification of pro-
moters involved in the agriculturally important quantitative trait, stress tolerance
(Rabbani et al. 2003). Microarray studies in Arabidopsis have identified coexpressed
sets of genes with common cis-acting elements in their 5-prime regulatory regions
(Oono et al. 2003, Narusaka et al. 2004). There is potential for salmonid DNA microar-
rays to be used together with QTL mapping studies to identify genes controlling pro-
duction characteristics such as rapid growth. Computational methods may then be used
to scan genomic regions near coexpressed genes for common regulatory motifs (Cora et
al. 2004, Yap et al. 2005). Three different salmonid cDNA microarrays were recently
used to identify suites of genes that were differentially expressed in growth-enhanced
GH transgenic and nontransgenic control coho salmon liver samples (Rise et al. 2006).
Hepatic transcripts that were found to be potentially responsive to GH transgenesis had
functional annotations related to mitochondrial function, iron homeostasis, metabo-
lism, and cellular proliferation (Rise et al. 2006). Production trait-relevant suites of
genes, such as those identified in the GH transgenic coho study, can be placed on the
Atlantic salmon physical map using standard molecular techniques (Ng et al. 2005). The
integration of genetic and physical maps is a top priority of the international salmonid
genomic research community. Once achieved, the map locations of microarray-
identified growth-relevant genes may be compared with the results of linkage analyses
to identify positional candidate genes for rapid growth QTL. This research will improve
understanding of the genetic and physiological causes of complex traits such as growth
rate, and potentially lead to the development of molecular methods for selecting indi-
viduals with superior production traits. The development of comparative genomic
methods such as MONKEY (Moses et al. 2004) and Footer (Corcoran et al. 2005) will
also aid this type of research, potentially leading to the identification of conserved cis-
acting elements controlling traits such as enhanced growth and immune responsiveness.

Health and Disease

Studying the host immune transcriptomic (global gene expression) response to
an infection provides information on host-pathogen interactions, and leads to a
better understanding of the molecular basis of disease progression. Microarray
experiments allow the rapid identification of molecular pathways altered during
pathological processes. In agricultural research, DNA microarrays have proven to be
valuable tools for studying host immune responses to infection. For example, chicken
cDNA microarrays have been used to study the gene expression responses of chicken
embryonic fibroblasts to infection by Marek’s disease virus (Morgan et al. 2001) and
herpesvirus of turkeys (Karaca et al. 2004). Munir and colleagues (2003, 2004) have
constructed and characterized SSH cDNA libraries to identify host transcripts

Salmonid DNA Microarrays and Other Tools 399



responding to avian metapneumovirus (aMPV) infection, and have used these
sequences to build microarrays for continued investigation into the host gene
expression response to this viral pathogen. DNA microarrays have been used to iden-
tify bovine peripheral blood mononuclear cell transcripts induced or suppressed
following infection with the intracellular bacterial pathogen Mycobacterium avium
(Coussens et al. 2003). The rapidly growing literature involving the use of microar-
rays to characterize host gene expression responses to infections indicates the wide-
spread acceptance of these reagents and associated methods for studying molecular
pathogenesis.

High-density culture in marine net pens is required to maximize productivity and
cost-competitiveness in the global salmon market, but also increases the incidence of
diseases. Every year, millions of farmed and wild salmonids die as a result of being
infected with emerging bacterial and viral pathogens, such as Piscirickettsia salmonis
and infectious hematopoietic necrosis virus (IHNV), respectively. Salmonid DNA
microarrays have been shown to be effective tools for characterizing host immune tis-
sue transcriptomic responses to emerging pathogens. For example, GRASP 3.5K cDNA
microarrays were used to identify Atlantic salmon hematopoietic kidney and
macrophage genes responding to Piscirickettsia salmonis infection (Rise et al. 2004a);
Institute for Marine Biosciences (IMB) 4K cDNA microarrays were used to identify
Atlantic salmon spleen, hematopoietic kidney, and liver genes responding to
Aeromonas salmonicida infection (Ewart et al. 2005); and GRASP 16K microarrays
have been used to characterize the Atlantic salmon gill transcriptomic response to the
parasite causing amoebic gill disease (Morrison et al. 2006). Such studies improve
understanding of the host molecular pathways altered during the course of an infec-
tion, paving the way for the development of effective diagnostics, vaccines, and thera-
peutics. GRASP 16K microarrays have also been used to evaluate rainbow trout gill,
kidney, and spleen gene expression responses to an IHNV DNA vaccine, shedding
light on the molecular mechanisms involved in antiviral immunity in salmonids
(Purcell et al. 2006).

It is likely that some salmonid genes involved in responses to various pathogens
have not yet been identified. Although microarrays can be used to identify many
molecular biomarkers of disease, SSH and other high-complexity cDNA libraries may
be useful for identifying novel host genes dysregulated following contact with a
pathogen. For example, midway through the GRASP EST project, statistics associ-
ated with an Atlantic salmon SSH library enriched for hematopoietic kidney genes
induced by P. salmonis infection (Rise et al. 2004b) indicated that it was among the
best performing GRASP libraries with regard to gene discovery rate. Approximately
66% of the genes identified in this library were not identified in any other library
(Rise et al. 2004b), suggesting that this subtracted library effectively identified novel
salmonid genes responding to the pathogen P. salmonis.

Conservation

Although many government policies are designed to expand aquaculture for the eco-
nomic and social revitalization of coastal and rural communities, in which opportuni-
ties for sustainable development can be elusive, societies are ever mindful of the need
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to preserve the environmental integrity and the culture, values, and traditions.
Salmonid aquaculture must find ways of minimizing its impact on wild fisheries and
the environment. There is a need for scientific information about how farmed salmon
interact with their wild counterparts and with the environments in and around their
farm sites. The wild salmonid fisheries of North America are currently less than half
the size they were 10 years ago, and many wild stocks are considered threatened.
Improved conservation measures based on scientific approaches are also badly
needed. Genomic studies of salmonids have identified a large number of variable
genetic markers (Smith et al. 2005, Hayes et al. 2006). The development and subse-
quent use of genetic markers for the identification of specific regional stocks are
essential for the effective management and sustainability of wild fisheries. The deter-
mination of potential harvest location sites and harvest levels in the commercial and
sport fisheries are main goals of government agencies and conservation groups. To
preserve the long-term health of the species, we need to be able to identify and con-
serve genetic diversity. Studies to date include looking at parallelism in gene tran-
scription among sympatric lake whitefish ecotypes (Derome et al. 2006), and parallel
evolutionary changes of gene transcription profiles of farmed Atlantic salmon in
Canada and Norway (Roberge et al. 2006). The ability to identify different popula-
tions, local and more global adaptive traits, major biogeographic patterns, and genes
and systems that correspond to such patterns, has the ability to revolutionize conser-
vation biology of fish.

Basic Biology

We have previously discussed the use of salmonid microarrays to conduct basic bio-
logical research, such as the study of global gene expression changes occurring during
the processes of growth and development. Here we provide additional detail on one
such application.

Gonadal Development

The development and maturation of the ovary and testis requires precisely coordi-
nated expression of specific gene-classes to produce viable gametes. Endocrine and
locally expressed steroids and hormones induce cell growth, differentiation, and mat-
uration of the accessory cells that support the gametes (Erickson and Shimaski 2000,
Eppig et al. 2002, Saunders 2003). The assembling support structures, the maturing
gametes, and their companion somatic cells undergo cellular remodeling and organi-
zation throughout maturation and development. Bidirectional communication
between both the gametes and their somatic support cells also mediates reciprocal
cell development and function (Erickson and Shimaski 2000, Eppig et al. 2002).

One interesting phenomenon found in a small percentage of juvenile salmon is
that they are ready to undergo spawning at least 1 year ahead of their siblings. These
precocious males and females undergo dramatic increases in growth and develop-
ment of their gonads in comparison to their normal (less mature) cohorts. This pro-
vides an opportunity to compare and characterize the genes expressed in immature,
normal, and precocious reproductive tissues of the same age.
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To understand what genes are involved in these dynamic developmental processes,
we used 3,557-gene salmonid cDNA microarrays to profile gene expression at three
stages of precocious ovary development (June, August, and October) relative to ref-
erence (June) normal ovary (von Schalburg et al. 2005a). On average, approximately
240 genes were developmentally regulated during the study period. Some examples of
these developmentally regulated genes were CR2 receptor, retinol-binding protein,
complement components, immunoglobulins, and various matrix proteinases, elas-
tases, and their inhibitors. Classes of genes maintaining relatively steady-state levels
of expression were also identified. Within this group, we found unequivocal evidence
for expression of the transcripts that encode the common glycoprotein-�, LH�,
FSH�, and TSH� subunits in both the ovary and testis of trout (von Schalburg et al.
2005a). Expression and synthesis of these glycoprotein hormones have been classi-
cally considered to be restricted to the pituitary gland.

During this study, the activity of a subset of morphogens in trout gonads was also
observed. Morphogens are developmental regulators that modulate different tissue
patterning, proliferation, differentiation, or remodeling processes in embryonic and
adult tissues, and may evoke specific regulatory programs in stem cells (Lin 2002).
In this category, expression of genes that encode anterior gradient-2, BMP-4, epimor-
phin, flightless, frizzled, GW112, notch, tiarin, twisted gastrulation, and wnt were
demonstrated in adult trout gonads (von Schalburg et al. 2006). To understand the
potential functional roles of some of these regulators in mature gonadal tissue, we
localized their expression to separate mammalian cell-types isolated from ovary
(cumulus or mural granulosa cells) and testis (Leydig or Sertoli cells). We observed
differences in the expression patterns of some morphogens, which may point to diver-
gent sex-specific (BMP-4, notch-3, and wnt-11) and species-specific (BMP-4, epimor-
phin) reproductive functional processes (von Schalburg et al. 2006).

Our salmonid-gene specific microarray analyses revealed the changes that occur in
the expression of genes involved in tissue remodeling, immunoregulation, cell-cycle
progression, apoptosis, and growth during gonadal development. We also found the
expression of genes more commonly associated with embryonic development
processes, such as anterior gradient-2, epimorphin, flightless, tiarin, and twisted gas-
trulation for the first time in the adult gonad of any vertebrate. Moreover, this work
showed that the salmonid microarrays can serve as useful tools for the detection of
unexpected tissue-specific expression of genes.

Future Directions

With respect to providing social and economic benefits, the objectives of genome
research on salmon are threefold. First, it harnesses the power of genomics to yield
practical benefits for salmonid breeding and aquaculture. Second, it provides a better
understanding of how natural populations of salmonids adapt to local conditions,
which will benefit agencies that make management decisions concerning stock assess-
ment and harvesting plans. Third, genomic research on salmon helps develop novel
methodologies that will enable more sensitive and more accurate environmental
monitoring of salmonid populations. Therefore, genomic research on salmon has had
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significant economic and social impacts in areas vital for the future of Canada’s
economy, namely aquaculture, conservation, and the environment.

From the technologicial perspective, as more of the salmonid genome is charac-
terized, resequencing technologies will likely become more important in identifying
and characterizing variation. In the very near future we expect that one or two refer-
ence genomes will be established. As new resequencing technologies are developing
at an extremely rapid pace and the costs are plummeting, it is likely that sample
sequencing of RNA may supplant hybridization-based technologies. In addition,
since the direct connection between the environment and the genome is at the pro-
tein level, proteomics and metabolomics will take an increasingly important role in
assessing the interaction between the genome and environment. The rate at which
genome science is advancing provides tremendous optimism for solving problems
in fish aquaculture, conservation, environmental assessment, and basic physiology
and biology. It further provides a new era of collaboration and cooperation as we
begin to take on some of the very large fundamental scientific problems in aquatic
sciences.

Many of the resources required to carry out genomic studies on salmonids were
developed as a result of the Genome Canada-funded GRASP and related projects in
Norway, France, the United States, and the United Kingdom. These international
efforts resulted in a consortium that will conduct genomic research complementary
and relevant to all salmonids. To build on the success of these early efforts, Canada, in
collaboration with Norway, France, the United States, and the United Kingdom, has
funded the Consortium for Genomic Research on All Salmonids Project (cGRASP),
which commenced January 1, 2006.

The goals of cGRASP follow:

1. To expand existing genomic resources for Atlantic and Pacific salmon and trout
2. To develop genomic resources for rainbow smelt, a representative of the common

ancestor of salmonids
3. To use the existing and expanded genomic resources as tools to answer fundamen-

tal scientific questions, as well as those that are of economic and social importance
to aquaculture, conservation, and the environment

We invite participation from the academic, environmental, conservation and busi-
ness groups in providing a robust genomic resource that can provide the basis for
sound decisions in all of these areas.

Acknowledgments

Genomic science is performed by large communities of dedicated scientists who
unselfishly provide data and ideas to a greater common goal. We cannot thank every-
one but would like to particularly acknowledge Bjorn Høyheim, Stig Omholt, Yann
Guiguen, Caird Rexroad, and William Davidson, and the research groups in the
Koop, Davidson, and Rise laboratories, whose efforts we have too briefly summarized
in this chapter. We are also particularly grateful to our funders, Genome Canada,
Genome BC, NSERC, and the province of BC.

Salmonid DNA Microarrays and Other Tools 403



References

Aegerter S, D Baron, C Carpentier, F Chauvigné, C Dantec, A Estampes, AS Goupil, A Jumel,
I Jutel, D Mazurais, N Melaine, J Montfort, J Bobe, P Chardon, C Chevalet, B Fauconneau,
A Fostier, M Govoroun, A Le Cam, F Le Gac, C Klopp, S Panserat, F Piumi, C Ralliére,
PY Rescan, and Y Guiguen. 2004. The INRA AGENAE program and the AGENAE EST
collections: first results applied to fish physiology research. Abstract in: Functional genomics
in fish: from genes to aquaculture. Comp Biochem Physiol A Mol Integr Physiol, 137,
p. S137.

Altschul SF, W Gish, W Miller, EW Myers, and DJ Lipman. 1990. Basic local alignment search
tool. J Mol Biol, 215, pp. 403–410.

Altschul SF, TL Madden, AA Schaffer, J Zhang, Z Zhang, W Miller, and DJ Lipman. 1997.
Gapped BLAST and PSI-BLAST: a new generation of protein database search programs.
Nucleic Acids Res, 25, pp. 3389–3402.

Aubin-Horth N, CR Landry, BH Letcher, and HA Hofmann. 2005. Alternative life histories
shape brain gene expression profiles in males of the same population. Proc Biol Sci, 272,
pp. 1655–1662.

Bayne CJ, L Gerwick, K Fujiki, M Nakao, and T Yano. 2001. Immune-relevant (including acute
phase) genes identified in the livers of rainbow trout, Oncorhynchus mykiss, by means of sup-
pression subtractive hybridization. Dev Comp Immunol, 25, pp. 205–217.

Birnboim HC and J Doly. 1979. A rapid alkaline extraction procedure for screening recombi-
nant plasmid DNA. Nucleic Acids Res, 7, pp. 1513–1523.

Blomberg LA, EL Long, TS Sonstegard, CP Van Tassell, JR Dobrinsky, and KA Zuelke. 2005.
Serial analysis of gene expression during elongation of the per-implantation porcine trophec-
toderm (conceptus). Physiol Genomics, 20, pp. 188–194.

Bonaldo MF, G Lennon, and MB Soares. 1996. Normalization and subtraction: two approaches
to facilitate gene discovery. Genome Res, 6, pp. 791–806.

Bowtell D and J Sambrook, Eds. 2003. DNA microarrays: a molecular cloning manual. Cold
Spring Harbor Laboratory Press, Cold Spring Harbor, New York.

Brazma A, P Hingamp, J Quackenbush, G Sherlock, P Spellman, C Stoeckert, J Aach,
W Ansorge, CA Ball, HC Causton, T Gaasterland, P Glenisson, FC Holstege, IF Kim,
V Markowitz, JC Matese, H Parkinson, A Robinson, U Sarkans, S Schulze-Kremer, J Stewart,
R Taylor, J Vilo, and M Vingron. 2001. Minimum information about a microarray experiment
(MIAME)—toward standards for microarray data. Nat Genet, 29, pp. 365–371.

Brenner S, M Johnson, J Bridgham, G Golda, DH Lloyd, D Johnson, S Luo, S McCurdy,
M Foy, M Ewan, R Roth, D George, S Eletr, G Albrecht, E Vermaas, SR Williams, K Moon,
T Burcham, M Pallas, RB DuBridge, J Kirchner, K Fearon, J Mao, and K Corcoran. 2000b.
Gene expression analysis by massively parallel signature sequencing (MPSS) on microbead
arrays. Nat Biotechnol, 18, pp. 630–634.

Brenner S, SR Williams, EH Vermaas, T Storck, K Moon, C McCollum, J Mao, S Luo,
JJ Kirchner, S Eletr, RB DuBridge, T Burcham, and G Albrecht. 2000a. In vitro cloning of
complex mixtures of DNA on microbeads: Physical separation of differentially expressed
cDNAs. Proc Natl Acad Sci USA, 97, pp. 1665–1670.

Carothers AM, G Urlaub, J Mucha, D Grunberger, and LA Chasin. 1989. Point mutation
analysis in a mammalian gene: rapid preparation of total RNA, PCR amplification of cDNA,
and Taq sequencing by a novel method. Biotechniques, 7, pp. 494–496, pp. 498–499.

Chuaqui RF, RF Bonner, CJM Best, JW Gillespie, MJ Flaig, SM Hewitt, JL Phillips, 
DB Krizman, MA Tangrea, M Ahram, WM Linehan, V Knezevic, and MR Emmert-Buck.
2002. Post-analysis follow-up and validation of microarray experiments. Nature Genet, 32,
pp. 509–514.

Churchill GA. 2002. Fundamentals of experimental design for cDNA microarrays. Nature
Genet, 32, pp. 490–495.

404 Analysis of Genome Expression and Function



Cleveland WS. 1979. Robust locally weighted regression and smoothing scatterplots. J Amer
Stat Assoc, 74, pp. 829–836.

Constans A. 2002. A new approach to gene expression analysis. The Scientist, 16, p. 44.
Cora D, F Di Cunto, P Provero, L Silengo, and M Caselle. 2004. Computational identification

of transcription factor binding sites by functional analysis of sets of genes sharing overrepre-
sented upsream motifs. BMC Bioinformatics, 5, p. 57.

Corcoran DL, E Feingold, J Dominick, M Wright, J Harnaha, M Trucco, N Giannoukakis, and
PV Benos. 2005. Footer: A quantitative comparative genomics method for efficient recogni-
tion of cis-regulatory elements. Genome Res, 15, pp. 840–847.

Coughlan SJ, V Agrawal, and B Meyers. 2004. A comparison of global gene expression mea-
surement technologies in Arabidopsis thaliana. Comp Funct Genom, 5, pp. 245–252.

Coussens PM, CJ Colvin, GJM Rosa, J Perez Laspiur, and MD Elftman. 2003. Evidence for a
novel gene expression program in peripheral blood mononuclear cells from Mycobacterium
avium subsp. paratuberculosis-infected cattle. Infect Immun, 71, pp. 6487–6498.

Dahlquist KD, N Salomonis, K Vranizan, SC Lawlor, and BR Conklin. 2002. GenMAPP, a new
tool for viewing and analyzing microarray data on biological pathways. Nature Genet, 31,
pp. 19–20.

Davey GC, NC Caplice, SA Martin, and R Powell. 2001. A survey of genes in the Atlantic
salmon (Salmo salar) as identified by expressed sequence tags. Gene, 263, pp. 121–130.

de Koning D, O Carlborg, and CS Haley. 2005. The genetic dissection of immune response
using gene-expression studies and genome mapping. Vet Immunol Immunopathol, 105,
pp. 343–352.

Derome N, P Duchesne, and L Bernatchez. 2006. Parallelism in gene transcription among
sympatric lake whitefish (Coregonus clupeaformis Mitchill) ecotypes. Mol Ecol, 15,
pp. 1239–1249.

Doniger SW, N Salomonis, KD Dahlquist, K Vranizan, SC Lawlor, and BR Conklin. 2003.
MAPPFinder: using Gene Ontology and GenMAPP to create a global gene-expression pro-
file from microarray data. Genome Biol, 4, p. R7.

Eppig JJ, K Wigglesworth, and F Pendola. 2002. The ovarian oocyte orchestrates the rate of
ovarian follicular development. Proc Natl Acad Sci USA, 99, pp. 2890–2894.

Erickson GF and S Shimasaki. 2000. The role of the oocyte in folliculogenesis. Trends
Endocrinol Metab, 11, pp. 193–198.

Ewart KV, JC Belanger, J Williams, T Karakach, S Penny, SCM Tsoi, RC Richards, and SE
Douglas. 2005. Identification of genes differentially expressed in Atlantic salmon (Salmo
salar) in response to infection by Aeromonas salmonicida using cDNA microarray technol-
ogy. Dev Comp Immunol, 29, pp. 333–347.

Ewing B and P Green. 1998. Base-calling of automated sequencer traces using phred. II. Error
probabilities. Genome Res, 8, pp. 186–194.

Ewing B, L Hillier, MC Wendl, and P Green. 1998. Base-calling of automated sequencer traces
using phred. I. Accuracy assessment. Genome Res, 8, pp. 175–185.

Gahr SA, ML Rise, P Hunt, B Koop, and CE Rexroad III. 2006. Characterization of expressed
sequence tags from the pituitary of rainbow trout (Oncorhynchus mykiss). Anim Genet, 
in preparation.

Gerhard DS, L Wagner, EA Feingold, CM Shenmen, LH Grouse, G Schuler, SL Klein, S Old,
R Rasooly, P Good, et al. 2004. The status, quality, and expansion of the NIH full-length
cDNA project: the Mammalian Gene Collection (MGC). Genome Res, 14, pp. 2121–2127.

Hagen-Larsen H, JK Laerdahl, F Panitz, A Adzuhubei, and B Høyheim. 2005. An EST-based
approach for identifying genes expressed in the intestine and gills of pre-smolt Atlantic
salmon (Salmo salar). BMC Genomics, 6, p. 171.

Hayes BJ, A Gjuvsland, and S Omholt. 2006. Power of QTL mapping experiments in commer-
cial Atlantic salmon populations, exploiting linkage and linkage disequilibrium and effect of
limited recombination in males. Heredity (Epub ahead of print May 10, 2006).

Salmonid DNA Microarrays and Other Tools 405



Hinojos CA, E Boerwinkle, M Fornage, and PA Doris. 2005. Combined genealogical, mapping,
and expression approaches to identify spontaneously hypertensive rat hypertension candi-
date genes. Hypertension, 45, pp. 698–704.

Hoheisel JD. 2006. Microarray technology: beyond transcript profiling and genotype analysis.
Nat Rev Genet, 7, pp. 200–210.

Hüttenhofer A and J Vogel. 2006. Experimental approaches to identify non-coding RNAs.
Nucleic Acids Res, 34, pp. 635–646.

Jackson TR, MM Ferguson, RG Danzmann, AG Fishback, PE Ihssen, M O’Connel, and
TJ Crease. 1998. Identification of two QTL influencing upper temperature tolerance in three
rainbow trout (Oncorhynchus mykiss) half-sib families. Heredity, 80, pp. 143–151.

Jongeneel CV, C Iseli, BJ Stevenson, GJ Riggins, A Lal, A Mackay, RA Harris, MJ O’Hare,
AM Neville, AJG Simpson, and RL Strausberg. 2003. Comprehensive sampling of gene
expression in human cell lines with massively parallel signature sequencing. Proc Natl Acad
Sci USA, 100, pp. 4702–4705.

Jordal AO, BE Torstensen, S Tsoi, DR Tocher, SP Lall, and SE Douglas. 2005. Dietary
rapeseed oil affects the expression of genes involved in hepatic lipid metabolism in Atlantic
salmon (Salmo salar L.). J Nutr, 135, pp. 2355–2361.

Karaca G, J Anobile, D Downs, J Burnside, and CJ Schmidt. 2004. Herpesvirus of turkeys:
microarray analysis of host gene responses to infection. Virology, 318, pp. 102–111.

Kendziorski C, RA Irizarry, KS Chen, JD Haag, and MN Gould. 2005. On the utility of pooling
biological samples in microarray experiments. Proc Natl Acad Sci USA, 102, pp. 4252–4257.

Koskinen H, A Krasnov, C Rexroad, Y Gorodilov, S Afanasyev, and H Mölsä. 2004a. The 14-
3-3 proteins in the teleost fish rainbow trout (Oncorhynchus mykiss). J Exp Biol, 207, pp.
3361–3368.

Koskinen H, P Pehkonen, E Vehniäinen, A Krasnov, C Rexroad, S Afanasyev, H Mölsä, and
A Oikari. 2004b. Response of rainbow trout transcriptome to model chemical contaminants.
Biochem Biophys Res Commun, 320, pp. 745–753.

Krasnov A, H Koskinen, S Afanasyev, and H Mölsä. 2005a. Transcribed Tc1-like transposons in
salmonid fish. BMC Genomics, 6, p. 107.

Krasnov A, H Koskinen, P Pehkonen, CE Rexroad, S Afanasyev, and H Mölsä. 2005b. Gene
expression in the brain and kidney of rainbow trout in response to handling stress. BMC
Genomics, 6, p. 3.

Krasnov A, H Koskinen, C Rexroad, S Afanasyev, H Mölsä, and A Oikari. 2005c. Transcrip-
tome responses to carbon tetrachloride and pyrene in the kidney and liver of juvenile rain-
bow trout (Oncorhynchus mykiss). Aquat Toxicol, 74, pp. 70–81.

Li F and GD Stormo. 2001. Selection of optimal DNA oligos for gene expression arrays. Bio-
informatics, 17, pp. 1067–1076.

Lin H. 2002. The stem-cell niche theory: lessons from flies. Nat Rev, 3, pp. 931–940.
Liu HC, HH Cheng, V Tirunagaru, L Sofer, and J Burnside. 2001. A strategy to identify posi-

tional candidate genes conferring Marek’s disease resistance by integrating DNA micro-
arrays and genetic mapping. Anim Genet, 32, pp. 351–359.

Liu W and DA Saint. 2002. A new quantitative method of real time reverse transcription poly-
merase chain reaction assay based on simulation of polymerase chain reaction kinetics. Anal
Biochem, 302, pp. 52–59.

MacKenzie S, D Iliev, C Liarte, H Koskinen, JV Planas, FW Goetz, H Mölsä, A Krasnov, and
L Tort. 2006. Transcriptional analysis of LPS-stimulated activation of trout (Oncorhynchus
mykiss) monocyte/macrophage cells in primary culture treated with cortisol. Mol Immunol,
43, pp. 1340–1348.

Martin SA, NC Caplice, GC Davey, and R Powell. 2002. EST-based indentification of genes
expressed in the liver of adult Atlantic salmon (Salmo salar). Biochem Biophys Res Com-
mun, 293, pp. 578–585.

406 Analysis of Genome Expression and Function



Martin SA, SC Blaney, DF Houlihan, and CJ Secombes. 2006. Transcriptome response follow-
ing administration of a live bacterial vaccine in Atlantic salmon (Salmo salar). Mol Immunol,
43, pp. 1900–1911.

Mlecnik B, M Scheideler, H Hackl, J Hartler, F Sanchez-Cabo, and Z Trajanoski. 2005. Path-
wayExplorer: web service for visualizing high-throughput expression data on biological path-
ways. Nucleic Acids Res, 33, pp. W633–W637.

Moen T, KT Fjalestad, H Munck, and L Gomez-Raya. 2004a. A multistage testing strategy for
detection of quantitative trait loci affecting disease resistance in Atlantic salmon. Genetics,
167, pp. 851–858.

Moen T, B Hoyheim, H Munck, and L Gomez-Raya. 2004b. A linkage map of Atlantic salmon
(Salmo salar) reveals an uncommonly large difference in recombination rate between the
sexes. Anim Genet, 35, pp. 81–92.

Morgan RW, L Sofer, AS Anderson, EL Bernberg, J Cui, and J Burnside. 2001. Induction of
host gene expression following infection of chicken embryo fibroblasts with oncogenic
Marek’s disease virus. J Virol, 75, pp. 533–539.

Moriya S, S Urawa, O Suzuki, A Urano, and S Abe. 2005. DNA microarray for rapid detection
of mitochondrial DNA haplotypes of chum salmon. Mar Biotechnol, 6, pp. 430–434.

Morrison RN, GA Cooper, BF Koop, ML Rise, AR Bridle, MB Adams, and BF Nowak.
2006. Transcriptome profiling of the gills of amoebic gill disease (AGD)-affected Atlantic
salmon (Salmo salar L.): a role for the tumor suppressor protein p52 in AGD-pathogenesis?
Physiol Genomics, 26, pp. 15–34.

Moses AM, DY Chiang, DA Pollard, VN Iyer, and MB Eisen. 2004. MONKEY: identifying
conserved transcription-factor binding sites in multiple alignments using a binding site-
specific evolutionary model. Genome Biol, 5, p. R98.

Munir S and V Kapur. 2003. Regulation of host cell transcriptional physiology by the avian
pneumovirus provides key insights into host-pathogen interactions. J Virol, 77, pp. 4899–4910.

Munir S, S Singh, K Kaur, and V Kapur. 2004. Suppression subtractive hybridization coupled
with microarray analysis to examine differential expression of genes in virus infected cells.
Biol. Proced Online, 6, pp. 94–104.

Nakano M, K Nobuta, K Vemaraju, SS Tej, JW Skogen, and BC Meyers. 2006. Plant MPSS
databases: signature-based transcriptional resources for analyses of mRNA and small RNA.
Nucleic Acids Res, 34, pp. D731–D735.

Narusaka Y, M Narusaka, M Seki, T Umezawa, J Ishida, M Nakajima, A Enju, and K Shinozaki.
2004. Crosstalk in the responses to abiotic and biotic stresses in Arabidopsis: analysis of
gene expression in cytochrome P450 gene superfamily by cDNA microarray. Plant Mol Biol,
55, pp. 327–342.

Neill JD, JF Ridpath, and E Liebler-Tenorio. 2006. Global gene expression profiling of bovine
immature B cells using serial analysis of gene expression. Anim Biotechnol, 17, pp. 21–31.

Nelson JS. 1994. Fishes of the world, 3rd edition. John Wiley & Sons, Inc., New York.
Ng SH, CG Artieri, IE Bosdet, R Chiu, RG Danzmann, WS Davidson, MM Ferguson, CD Fjell,

B Hoyheim, SJ Jones, PJ de Jong, BF Koop, MI Krzywinski, K Lubieniecki, MA Marra, LA
Mitchell, C Mathewson, K Osoegawa, SE Parisotto, RB Phillips, ML Rise, KR von Schalburg,
JE Schein, H Shin, A Siddiqui, J Thorsen, N Wye, G Yang, and B Zhu. 2005. A physical map
of the genome of Atlantic salmon, Salmo salar. Genomics, 86, pp. 396–404.

Nichols KM, J Bartholomew, and GH Thorgaard. 2003a. Mapping multiple genetic loci asso-
ciated with Ceratomyxa shasta resistance in Oncorhynchus mykiss. Dis Aquat Organ, 56,
pp. 145–154.

Nichols KM, WP Young, RG Danzmann, BD Robison, C Rexroad, M Noakes, RB Phillips,
P Bentzen, I Spies, K Knudsen, FW Allendorf, BM Cunningham, J Brunelli, H Zhang, S Ristow,
R Drew, KH Brown, PA Wheeler, and GH Thorgaard. 2003b. A consolidated linkage map for
rainbow trout (Oncorhynchus mykiss). Anim Genet, 34, pp. 102–115.

Salmonid DNA Microarrays and Other Tools 407



O’Farrell C, N Vaghefi, M Cantonnet, B Buteau, P Boudinot, and A Benmansour. 2002. Sur-
vey of transcript expression in rainbow trout leukocytes reveals a major contribution of
interferon-responsive genes in the early response to a rhabdovirus infection. J Virol, 76,
pp. 8040–8049.

Oono Y, M Seki, T Nanjo, M Narusaka, M Fujita, R Satoh, M Satou, T Sakurai, J Ishida,
K Akiyama, K Iida, K Maruyama, S Satoh, K Yamaguchi-Shinozaki, and K Shinozaki. 2003.
Monitoring expression profiles of Arabidopsis gene expression during rehydration process
after dehydration using ca 7000 full-length cDNA microarray. Plant J, 34, pp. 868–887.

Pfaffl MW. 2001. A new mathematical model for relative quantification in real-time RT-PCR.
Nucleic Acids Res, 29, p. e45.

Pfaffl MW, GW Horgan, and L Dempfle. 2002. Relative expression software tool (REST©) for
group-wise comparison and statistical analysis of relative expression results in real-time
PCR. Nucleic Acids Res, 9, p. e36.

Purcell MK, KM Nichols, JR Winton, G Kurath, GH Thorgaard, P Wheeler, JD Hansen,
RP Herwig, and LK Park. 2006. Comprehensive gene expression profiling following DNA
vaccination of rainbow trout against infectious hematopoietic necrosis virus. Mol Immunol,
43, pp. 2089–2106.

Quackenbush J. 2002. Microarray data normalization and transformation. Nature Genet, 32,
pp. 496–501.

Rabbani MA, K Maruyama, H Abe, M Ayub Khan, K Katsura, Y Ito, K Yoshiwara, M Seki,
K Shinozaki, and K Yamaguchi-Shinozaki. 2003. Monitoring expression profiles of rice genes
under cold, drought, and high-salinity stresses and abscisic acid application using cDNA
microarray and RNA gel-blot analyses. Plant Physiol, 133, pp. 1755–1767.

Rexroad III CE, Y Lee, JW Keele, S Karamycheva, G Brown, B Koop, SA Gahr, Y Palti, and
J Quackenbush. 2003. Sequence analysis of a rainbow trout cDNA library and creation of a
gene index. Cytogenet Genome Res, 102, pp. 347–354.

Rexroad III CE, MF Rodriguez, I Coulibaly, K Gharbi, RG Danzmann, J DeKoning,
R Phillips, and Y Palti. 2005. Comparative mapping of expressed sequence tags containing
microsatellites in rainbow trout (Oncorhynchus mykiss). BMC Genomics, 6, pp. 54.

Rise ML, SRM Jones, GD Brown, KR von Schalburg, WS Davidson, and BF Koop. 2004a.
Microarray analyses identify molecular biomarkers of Atlantic salmon macrophage and
hematopoietic kidney response to Piscirickettsia salmonis infection. Physiol Genomics, 20,
pp. 21–35.

Rise ML, KR von Schalburg, GD Brown, MA Mawer, RH Devlin, N Kuipers, M Busby,
M Beetz-Sargent, R Alberto, AR Gibbs, P Hunt, R Shukin, JA Zeznik, C Nelson, SRM
Jones, DE Smailus, SJM Jones, JE Schein, MA Marra, YSN Butterfield, JM Stott, SHS Ng,
WS Davidson, and BF Koop. 2004b. Development and application of a salmonid EST data-
base and cDNA microarray: data mining and interspecific hybridization characteristics.
Genome Res, 14, pp. 478–490.

Rise ML, SE Douglas, D Sakhrani, J Williams, KV Ewart, M Rise, WS Davidson, BF Koop,
and RH Devlin. 2006. Multiple microarray platforms utilized for hepatic gene expression
profiling of growth hormone transgenic coho salmon with and without ration restriction.
J Mol Endocrinol, 37, pp. 259–282.

Roberge C, S Einum, H Guderley, and L Bernatchez. 2006. Rapid parallel evolutionary
changes of gene transcription profiles in farmed Atlantic salmon. Mol Ecol, 15, pp. 9–20.

Rodriguez MF, S LaPatra, S Williams, T Famula, and B May. 2004. Genetic markers associated
with resistance to infectious hematopoietic necrosis in rainbow and steelhead trout
(Oncorhynchus mykiss) backcrosses. Aquaculture, 241, pp. 93–115.

Sambrook J and DW Russell. 2001. Molecular cloning: A laboratory manual, third edition.
Cold Spring Harbor Laboratory Press, Cold Spring Harbor, New York.

Sangrador-Vegas A, JB Lennington, and TJ Smith. 2002. Molecular cloning of an IL-8-like
CXC chemokine and tissue factor in rainbow trout (Oncorhynchus mykiss) by use of suppres-
sion subtractive hybridization. Cytokine, 17, pp. 66–70.

408 Analysis of Genome Expression and Function



Saunders PTK. 2003. Germ cell-somatic cell interactions during spermatogenesis. Reprod
Suppl, 61, pp. 91–101.

Smith CT, CM Elfstrom, LW Seeb, and JE Seeb. 2005. Use of sequence data from rainbow trout
and Atlantic salmon for SNP detection in Pacific salmon. Mol Ecol, 14, pp. 4193–4203.

Soares MB, MF Bonaldo, P Jelene, L Su, L Lawton, and A Efstratiadis. 1994. Construction
and characterization of a normalized cDNA library. Proc Natl Acad Sci USA, 91, pp. 9228–32.

Somorjai IM, RG Danzmann, and MM Ferguson. 2003. Distribution of temperature tolerance
quantitative trait loci in Arctic charr (Salvelinus alpinus) and inferred homologies in rainbow
trout (Oncorhynchus mykiss). Genetics, 165, pp. 1443–1456.

Stauffer Y, G Theiler, P Sperisen, Y Lebedev, and CV Jongeneel. 2004. Digital expression pro-
files of human endogenous retroviral families in normal and cancerous tissues. Cancer
Immun, 4, p. 2.

Stylianou IM, M Clinton, PD Keightley, C Pritchard, Z Tymowska-Lalanne, L Bunger, and
S Horvat. 2005. Microarray gene expression analysis of the Fob3b obesity QTL identifies
positional candidate gene Sqle and perturbed cholesterol and glycolysis pathways. Physiol
Genomics, 20, pp. 224–232.

Thijs G, K Marchal, M Lescot, S Rombauts, B De Moor, P Rouze, and Y Moreau. 2002. A
Gibbs sampling method to detect overrepresented motifs in the upstream regions of coex-
pressed genes. J Comput Biol, 9, pp. 447–464.

Thorgaard GH, GS Bailey, D Williams, DR Buhler, SL Kaattari, SS Ristow, JD Hansen, JR
Winton, JL Bartholomew, JJ Nagler, PJ Walsh, MM Vijayan, RH Devlin, RW Hardy, KE
Overturf, WP Young, BD Robison, C Rexroad, and Y Palti. 2002. Status and opportunities
for genomics research with rainbow trout. Comp Biochem Physiol B: Biochem Mol Biol, 133,
pp. 609–646.

Thorsen J, B Zhu, E Frengen, K Osoegawa, PJ de Jong, BF Koop, WS Davidson, and B Høyheim.
2005. A highly redundant BAC library of Atlantic salmon (Salmo salar): an important tool for
salmon projects. BMC Genomics, 6, pp. 50.

Tilton SC, LG Gerwick, JD Hendricks, CS Rosato, G Corley-Smith, SA Givan, GS Bailey, CJ
Bayne, and DE Williams. 2005. Use of a rainbow trout oligonucleotide microarray to deter-
mine transcriptional patterns in aflatoxin B1-induced hepatocellular carcinoma compared to
adjacent liver. Toxicol Sci, 88, pp. 319–330.

Tilton SC, SA Givan, CB Pereira, GS Bailey, and DE Williams. 2006. Toxicogenomic profiling
of the hepatic tumor promoters indole-3-carbinol, 17b-estradiol and b-naphthoflavone in
rainbow trout. Toxicol Sci, 90, pp. 61–72.

Tsoi SC, KV Ewart, S Penny, K Melville, RS Liebscher, LL Brown, and SE Douglas. 2004. Iden-
tification of immune-relevant genes from Atlantic salmon using suppression subtractive
hybridization. Mar Biotechnol, 6, pp. 199–214.

Tyagi S. 2000. Taking a census of mRNA populations with microbeads. Nat Biotechnol, 18,
pp. 597–598.

Vasemägi A, J Nilsson, and CR Primmer. 2005. Expressed sequence tag-linked microsatellites
as a source of gene-associated polymorphisms for detecting signatures of divergent selection
in Atlantic salmon (Salmo salar L.). Mol Biol Evol, 22, pp. 1067–1076.

Velculescu VE, L Zhang, B Vogelstein, and KW Kinzler. 1995. Serial analysis of gene expres-
sion. Science, 270, pp. 484–487.

von Schalburg KR, SP McCarthy, ML Rise, JC Hutson, WS Davidson, and BF Koop. 2006.
Expression of morphogenic genes in mature ovarian and testicular tissues: potential stem-
cell niche markers and patterning factors. Mol Reprod Dev, 73, pp. 142–152.

von Schalburg KR, ML Rise, GD Brown, WS Davidson, and BF Koop. 2005a. A comprehen-
sive survey of the genes involved in maturation and development of the rainbow trout ovary.
Biol Reprod, 72, pp. 687–699.

von Schalburg KR, ML Rise, GA Cooper, GD Brown, AR Gibbs, CC Nelson, WS Davidson,
and BF Koop. 2005b. Fish and chips: Various methodologies demonstrate utility of a 16,006-
gene salmonid microarray. BMC Genomics, 15, p. 126.

Salmonid DNA Microarrays and Other Tools 409



Vornanen M, M Hassinen, H Koskinen, and A Krasnov. 2005. Steady-state effects of tempera-
ture acclimation on the transcriptome of the rainbow trout heart. Am J Physiol Regul Integr
Comp Physiol, 289, pp. R1177–R1184.

Vuori KAM, H Koskinen, A Krasnov, P Koivumäki, S Afanasyev, PJ Vuorinen, and M Nikinmaa.
2006. Developmental disturbances in early life stage mortality (M74) of Baltic salmon fry as
studied by changes in gene expression. BMC Genomics, 7, p. 56.

Wahl MB, RB Caldwell, AM Kierzek, H Arakawa, E Eyras, N Hubner, C Jung, M Soeldenwagner,
M Cervelli, Y Wang, V Liebscher, and J Buerstedde. 2004. Evaluation of the chicken transcrip-
tome by SAGE of B cells and the DT40 cell line. BMC Genomics, 5, p. 98.

Wiseman S, H Osachoff, E Bassett, J Malhotra, J Bruno, G VanAggelen, TP Mommsen, and
MM Vijayan. 2006. Transcriptional response to acute stress in rainbow trout livers involves
upregulation of genes involved in glucose metabolism. (in review).

Woram RA, C McGowan, JA Stout, K Gharbi, MM Ferguson, B Hoyheim, EA Davidson,
WS Davidson, C Rexroad, and RG Danzmann. 2004. A genetic linkage map for Arctic char
(Salvelinus alpinus): evidence for higher recombination rates and segregation distortion in
hybrid versus pure strain mapping parents. Genome, 47, pp. 304–315.

Yap YL, MP Wong, XW Zhang, D Hernandez, R Gras, DK Smith, and A Danchin. 2005. Con-
served transcription factor binding sites of cancer markers derived from primary lung adeno-
carcinoma microarray. Nucleic Acids Res, 33, pp. 409–421.

Zhulidov PA, EA Bogdanova, AS Shcheglov, LL Vagner, GL Khaspekov, VB Kozhemyako,
MV Matz, E Meleshkevitch, LL Moroz, SA Lukyanov, and DA Shagin. 2004. Simple cDNA
normalization using kamchatka crab duplex-specific nuclease. Nucleic Acids Res, 32, p. e37.

Web Site References

Methods and reagents discussed in the chapter:

http://www.clontech.com/clontech/techinfo/manuals/PDF/PT1117-1.pdf, PCR-Select
cDNA Subtraction Kit User Manual (BD Biosciences – Clontech).

http://www.genisphere.com/pdf/array50v2_10_19_04.pdf, Array 50 Kit Manual
(Genisphere).

http://www.invitrogen.com/content/sfs/manuals/sage_man.pdf, I-SAGE Kit Manual
(Invitrogen).

http://www.lynxgen.com/wt/tert.php3?page_name�mpss, MPSS technology (Lynx
Therapeutics).

http://www.ambion.co.jp/techlib/prot/bp_1751.pdf, MessageAmp RNA Amplification
for Array Analysis Kit Manual (Ambion).

Salmonid genomic research projects and affiliated facilities discussed in the chapter:

http://www.uvic.ca/cbr/grasp, Genomic Research on Atlantic Salmon Project (GRASP,
now called cGRASP for the consortium for Genomic Research on All Salmon
Project).

http://www.imb.nrc.gc.ca/programs/microarray/index_e.php, Institute for Marine Bio-
sciences (National Research Council Canada) Microarray Program.

http://www.salmongenome.no/cgi-bin/sgp.cgi, the Norwegian Salmon Genome Project.
http://w3.toulouse.inra.fr/lgc/agena, INRA AGENAE rainbow trout genomic

research program.
http://www.sigenae.org/uploads/media/SIGENAE_trout_salmon_assembly.pdf,

INRA SIGENAE rainbow trout and salmon EST assembly.
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http://www.ars.usda.gov/main/site_main.htm?modecode�19-30-00-00, National Cen-
ter for Cool and Cold Water Aquaculture, USDA-ARS (location of rainbow trout
genome project).

http://www.science.oregonstate.edu/mfbsc/facility/micro.htm, Marine and Freshwater
Biomedical Sciences Center, Oregon State University, Microarray Facility Core.

http://prostatelab.org/arraycentre, Gene Array Facility at The Prostate Centre, Van-
couver General Hospital.

Genomic data analysis software and other resources discussed in the chapter:

http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?db�Taxonomy, NCBI Taxonomy
Browser.

http://www.tigr.org/tigr-scripts/tgi/T_index.cgi?species�r_trout, TIGR rainbow trout
gene index.

http://www.tigr.org/tigr-scripts/tgi/T_index.cgi?species�salmon, TIGR Atlantic salmon
gene index.

http://www.molecularcloning.com, Molecular Cloning, a Laboratory Manual on the
Web, Cold Spring Harbor Laboratory Press.

http://www-genome.wi.mit.edu/cgi-bin/primer/primer3_www.cgi, Whitehead Institute
for Biomedical Research.

http://www.ncbi.nlm.nih.gov, National Center for Biotechnology Information (NCBI).
http://www.ncbi.nlm.nih.gov/geo, NCBI GEO (Gene Expression Omnibus).
http://www.mged.org/Workgroups/MIAME/miame_checklist.html, MIAME Checklist.
http://www.phrap.org, PHRAP program for DNA sequence assembly.
http://www.biodiscovery.com/index/imagene, Information on ImaGene microarray

image processing and visualization software (BioDiscovery, Inc.).
http://www.silicongenetics.com/cgi/SiG.cgi/Products/GeneSpring/features.smf, Infor-

mation on GeneSpring microarray data analysis software (Agilent Technologies).
http://www.moleculardevices.com/pages/software/gn_genepix_pro.html, Information

on GenePix Pro 6.0 microarray image analysis software (Molecular Devices).
http://www.bioconductor.org, Bioconductor 1.8 (open source software for genomic

data analysis).
http://www.geneontology.org, Gene Ontology Consortium home page.
http://ca.expasy.org, Expert Protein Analysis System (ExPASy) proteomics server.
http://www.genmapp.org/introduction.asp, GenMAPP Gene Map Annotator and

Pathway Profiler.
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Chapter 23
Computational Challenges for the Analysis
of Large Datasets Related to Aquatic
Environmental Genomics

Gregory W. Warr, Jonas S. Almeida, and Robert W. Chapman

Introduction

The condition of the aquatic environment is of interest to humans for a multitude
of reasons, ranging from the preservation of threatened species, to the quality of life in
communities that receive “ecosystem services” from wetlands, waterways, and oceans,
and to the sustainable commercial use of the aquatic environment for fisheries, aqua-
culture, recreation, and tourism. An excellent discussion of these issues can be found
in the Report of the U.S. Commission on Ocean Policy (http://www.oceancommission.
gov/documents/full_color_rpt/welcome.html) and in the Millennium Ecosystem Assess-
ment Synthesis Report (http://www.millenniumassessment.org//en/Products. aspx).

There are many different and complementary approaches that can be taken to
monitoring the physical, chemical, and biological conditions of the environment.
However, when we focus on the implications that environmental conditions may have
for human health, the concept of sentinel species is one that has become well estab-
lished, as reviewed in Golden and Rattner (2003). A sentinel species is generally
understood as an organism whose response to changing environmental conditions will
provide early warning not only of these changes but also of potential hazards to
human health and well being that are emerging in the environment. The monitoring
of sentinel species may be carried out to obtain information about the effects of spe-
cific contaminants, such as metals (reviewed in Peakall and Burger 2003) or organics
that have immunotoxic effects through the aryl hydrocarbon receptor (AHR) path-
way (Blanco and Cooper 2004). The use of sentinel species for emerging infectious
diseases in the environment is also well established (Reif et al. 2006, Wolfe et al. 1998)
and the role of wild waterfowl in the ecology of the H5N1 strain of avian influenza is
particularly topical as discussed in two recent publications (Webster et al. 2005,
Sturm-Ramirez et al. 2005). The assessment of the health of sentinel species can also
be used in more integrated, global approaches to measuring environmental quality
(Moore et al. 2004, Tom and Auslander 2005).

Ecogenomics

The development, in the last 2 decades, of the “omic” sciences (genomics, transcrip-
tomics, proteomics, lipidomics, chomics, metabonomics, etc., as discussed in Chapter 1)
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has presented the biomedical research community with the opportunity to study
organisms at a completely different scale from what was used in the past. Instead of
looking at the expression of individual genes, proteins, and pathways, or using cellular
assays tailored to investigate a specific phenomenon, the omics technologies present
the opportunity to take a global perspective on cellular or organismal responses. In
the biomedical field, the use of transcriptomics (the assessment of messenger RNA
[mRNA] levels as a measure of relative gene expression) and proteomics (the assess-
ment of differentials in protein expression) has been a goldmine of discovery. In the
case of cancer, the application of transcriptomic methods has improved not only the
classification of tumors but has also permitted the refinement of diagnostic, prognos-
tic, and therapeutic methods (Sanchez-Carbayo et al. 2006, Espinosa et al. 2006, Chi
et al. 2006, Pusztai and Gianni 2004, Gianni et al. 2005). The range of fields in which
transcriptomic and proteomic approaches are having an impact is enormous, and in
this regard the study of ecosystems, especially in the context of environmental toxicol-
ogy, is no exception. Traditional toxicological assays are often focused on measuring
either the levels of a specific contaminant (or family of contaminants) or the biologi-
cal effects of a similarly restricted set of contaminants or stressors. The global nature
of transcriptomic and proteomic approaches is particularly suited to environmental
studies, where a diverse range of multiple stressors can be present simultaneously,
and the global assessment of the cellular/organismal response offers the potential to
assess not only the individual impacts, but the interactions, of multiple stressors on
populations of organisms. The power and potential of the -omic approaches to the
environmental sciences is recognized by the substantial resources invested by the
National Institute of Environmental Health Sciences (NIEHS) in the field of toxi-
cogenomics, including the establishment of a National Center for Toxicogenomics
(http://www.niehs.nih.gov/nct/home.htm), and by the emergence of a broader field
termed ecogenomics (Chapman 2001) that seeks to integrate environmental -omic
information to develop diagnostic and prognostic models of ecosystem health.
Although genomics and proteomics are legitimate research disciplines in their own
right, their impact on the environmental sciences stems from their value as techniques
that expand enormously both the type and quantity of information accessible to inves-
tigators. The omic approaches can be applied at differing scales and levels of com-
plexity (and expense!) to environmental research. The topic of this chapter is aquatic
environmental genomics, and the impact of genomic approaches (and their often
complementary proteomic approaches) to the environment will be considered in the
following sections from several different perspectives.

ESTs and Novel Gene Discovery

Although its relevance to environmental genomics may not be obvious, we should not
overlook the impact of the simple process of investigating and annotating the
transcriptomes of aquatic species. (Also see Chapter 20.) This effort results in a broad
expansion of our knowledge, as exemplified by the substantial collections of
Expressed Sequence Tags (EST) for aquatic organisms that are accessible in the
public databases, including www.marinegenomics.org. The EST collections provide a
huge amount of sequence information that is valuable for (among others) studies of
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genetic polymorphism and molecular evolution. EST collection also facilitates the
identification of novel genes, and it is worth noting that in this respect it is exposing
our enormous ignorance of biological diversity. When EST collections are made in
organisms (such as crustaceans or mollusks) that represent major taxonomic clades
that have previously been little explored, we find that the proportion of unigenes in
the collection that are not only novel but also have no known homologues in the
sequence databases can range to as high as 50% or more, as illustrated for shrimp and
oysters (Jenny et al. 2002, Gross et al. 2001). Surprisingly, this is the case even when
we compare species in the same phylum, for example shrimp (Class Crustacea) and
Drosophila (Class Insecta) as documented at www.marinegenomics.org. EST collec-
tions provide the bioinformatic (and in some cases the physical) basis from which
microarrays can be designed, constructed, and deployed as environmental biosensors
(Chen et al. 2004). The number of important aquatic organisms for which major EST
collections are now available is substantial. By far the largest and most complete sets
of these are for the bony fishes, including salmonids, catfish, zebrafish, Fugu, medaka,
flounder, and cod (see for example, the TIGR Gene Indices (http://www.tigr.org/tdb
/tgi/; the Joint Genome Institute http://genome.jgi-psf.org/Takru4/Takru4. home.html;
Codgen http://www.codgen.olsvik.info/; consortium for Genomic Research on All
Salmon Project http://web.uvic.ca/cbr/grasp/), but the marine mammals such as
the bottlenose dolphin (www.marinegenomics.org) and cartilaginous fishes are
also represented (http://www.mdibl.org/research/skategenome.shtml), as are many
groups of marine invertebrates, such as the urochordates (Ciona intestinalis, http://
genome. jgi-psf.org/Cioin2/Cioin2.home.html) and the crustacean and molluscan
species (www. marinegenomics.org; http://www.mdibl.org/%7Edtowle/DNA/DNA
Facility.htm).

The functional genomics initiative spearheaded by the Hollings Marine Labora-
tory at Charleston, South Carolina, includes an integrated bioinformatics component,
hosted at http://marinegenomics.org (McKillen et al. 2005). Functional genomics
requires a level of computational support that spans almost all tasks in the experimen-
tal program. It ranges from processing the raw data, such as the images captured from
expression arrays, designing the sensor, such as the selection of complementary DNA
(cDNA) probes to be spotted, to the calibration of the signal. Even final synthesis
where putative pathways are identified from the data cannot be efficiently pursued
without close interaction with experimentation. Consequently, Web-based infrastruc-
tures, such as the resource www.marinegenomics.org (MG), need to be assembled as
an integral part of any functional genomics program, and the aquatic environment is
no exception. MG also serves an important role in dissemination of the data, both by
holding it as a clearinghouse and preparing it for final deposition in reference data-
bases at the National Center for Biotechnology Information (NCBI), such as Gen-
Bank and Gene Expression Omnibus. Deposition in reference public databases is
invariably the ultimate objective of these bioinformatic resources. Rather than com-
peting with that more encompassing deposition of molecular biology data, these
bioinformatic resources serve the important role of mediating domain-specific data
preprocessing and data analysis. Typically, when functional genomics programs are
pursued in the absence of this sort of intermediate, the quality of both the data avail-
able in GenBank and the ability to use it effectively within the domain that originated
it, suffers considerably. MG currently includes results for more than 30 species,
117,000 EST sequences, and 1,500 expression microarrays.
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Expanding Knowledge in a Defined Area

Genomic and proteomic approaches can benefit aquatic environmental sciences
through research that is tightly focused on a topic area. Examples in the context of the
aquatic environment deal with the combined application of transcriptomic and pro-
teomic approaches to expand our knowledge of the metallothioneins involved in the
environmental response of the oyster to heavy metals (Jenny et al. 2002, Jenny et al.
2004), the responses of oysters to immune challenge (Gueguen et al. 2003, Gueguen
et al. 2006b), and the nature of responses to infectious disease in marine crustacea (de
Lorgeril et al. 2005, Destoumieux et al. 1997, Gueguen et al. 2006a, Patat et al. 2004,
Supungul et al. 2004).

Microarrays for Ecogenomics

Genomic approaches to studies of the aquatic environment hold the potential to rev-
olutionize the field, through the deployment of gene microarrays as environmental
biosensors (Almeida et al. 2005). This field is still in its infancy, but several groups
have realized the potential (Gracey and Cossins 2003, Almeida et al. 2005, Ju et al.
2002, Rise et al. 2004, von Schalburg et al. 2005, Cossins and Crawford 2005, Oleksiak
et al. 2002, Oleksiak et al. 2001, Renn et al. 2004). Most studies published to date
using microarrays in investigations of the response of organisms to the aquatic envi-
ronment have used teleost fish (see for example, Ju et al. 2002, Gracey et al. 2004,
Gracey et al. 2001, Aubin-Horth et al. 2005a, Aubin-Horth et al. 2005b, Oleksiak et al.
2002, Oleksiak et al. 2001, Cossins and Crawford 2005). In our own studies, the
Marine Genomics Group in Charleston has produced microarrays for bottlenose dol-
phin, the oyster (Crassostrea gigas and C. virginica), and the Pacific whiteleg shrimp,
Litopenaeus vannamei. The construction and characteristics of these microarrays and
their potential value in studies of the aquatic environment will be described in other
sections of this chapter, but here we can note that the application of transcriptomic
approaches to environmental and ecological research poses some unique problems. 

Importance of Negative Data

Transcriptomic analysis in fields such as toxicology, infectious disease, and cancer is
conventionally focused on the genes whose expression shows the greatest or most sig-
nificant differential regulation. Genes that are unregulated are considered unin-
formative. However, although this is typically quite appropriate in experimental
biomedicine where mechanistic molecular science is preeminent, the situation is
different in an environmental context, where a lack of change in the transcriptomic
signature will usually be very important information (Chapman et al. 2006).

How Many Genes is Enough?

A focus on the most significantly regulated genes revealed in a microarray experiment
does not take advantage of the most powerful property of transcriptomic analyses,
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which is the opportunity to evaluate the whole transcriptome (or at least that portion
of it that is represented on the microarray). A major problem in the analysis of overall
transcriptomic patterns (as opposed to the extraction from them of information about
individual genes) has been the necessity to deal with massive amounts of data. This
has been approached in various ways, the most tractable of which is just to finesse the
issue, by a reduction in size of the dataset that needs to be considered. This can be
effective if it is appropriately knowledge based. For example, if we can with confi-
dence define the genes (or networks of genes), such as in Calvano and others (2005),
that are involved in the phenomena of interest to investigators, such as the response
to specific environmental contaminants, then the analysis of transcriptomic signatures
can be greatly simplified. This approach represents one of the major directions for
research in humans and the well-studied biomedical models of human disease, where
whole genomes and transcriptomes have been defined, and millions of man-years of
research have generated a well-defined (if still incomplete) understanding of the bio-
chemistry and physiology of humans and their biomedical surrogates. The refinement
of the field can be appreciated from the large number of pathway-specific microarrays
available from commercial suppliers such as SuperArray (http://www.superarray.
com/ArrayList.php) who offer in excess of 70 arrays custom designed to facilitate
research in a much focused area. However, such a focused approach is not readily
applicable to studies of aquatic environmental genomics, because the necessary
knowledge base is missing. Many of the organisms (especially the invertebrates) of
critical interest in the aquatic environment are poorly understood in terms of their
cell and molecular physiology. We do not have in hand the full transcriptome of most
aquatic organisms of interest, and an additional confounding observation is that, of
the genes that we have sequenced, we have no inkling of the function of up to 50% of
them (i.e., they have no homologues in the databases). Thus, for the effective applica-
tion of ecogenomics to the study of aquatic organisms, it makes sense to start by ask-
ing questions that can be answered without a deep base of molecular, cellular, and
physiological knowledge. If we restrict ourselves to asking questions about how over-
all patterns of gene expression change, then the precise identity and function of the
genes whose differential expression defines such patterns is irrelevant. Although we
may wish, retrospectively, to identify the function of genes that have been identified
as significant components in the response to changes in the aquatic environment, this
is not a required component of an effective and informative project in ecogenomics.
There are many ways in which complex patterns such as transcriptional signatures
can be analyzed, including fractal geometry (Cazalis et al. 2004, Wang et al. 2005,
Chapman et al. 2006) and machine learning approaches such as Support Vector
Machines (Vapnik 1998), Artificial Neural Networks (Khan et al. 2001), and Genetic
Algorithms (Holland 1975). These will be discussed later in this chapter, with respect
to the specific analytical methods the Charleston Marine Genomics Group has
implemented in our approach to ecogenomics.

One Man’s Poison

As ecogenomics and toxicogenomics emerge as major fields of study in the aquatic
environment, it will be necessary to examine the “portability” of conclusions from one
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species to another. This is not such a problem when microarrays are used purely as
environmental biosensors, but it comes to the fore when the species that are being
studied are used as “sentinels,” or indicators of potential hazards. How might the
impact of a given stressor, as monitored through changes in, say, the transcriptomic
signature of oyster gills, translate into potential impacts on humans swimming in the
ocean or eating the oysters? On the one hand, this issue is an instance (albeit a com-
plex one) of comparative physiology and toxicology, but it also has the potential to fall
within the area of public policy and natural resource management. In principle the
problems to be solved are no different from the ones facing environmental toxicolo-
gists, but in practice the technical complexity and sheer mass of information that is
derived from ecogenomics will pose unique challenges to interpretation.

Analysis and Data Reduction

Regardless of the intent or species or environment, analysis of microarrays confronts
three conceptual and three technical issues. The conceptual issues are (1) whether the
objective is to identify individual genes whose expression changes in response to a
particular stress, (2) whether the objective is to understand global changes in expres-
sion, the gestalt if you will, or (3) the objective (and the most ambitious one!) is to
understand the network connections or regulatory pathways. The technical issues are
(1) normalization and calibration of individual hybridization measurements so as to
take into account the effect of experimental noise stemming from individual varia-
tion, labeling, and hybridization differences on the assessment of gene expression,
(2) extracting signals from massively paralleled data, and (3) reduction of the infor-
mation to its essentials.

The Identification of Significant Signals

By far the bulk of microarray studies have focused upon the identification of tran-
scripts that are significantly changed by some stressor (e.g., Waters et al. 2003, Rieger
et al. 2004, Williams et al. 2003). In some respects, this can be likened to The Hunt for
Red October where the sonar operator (scientist in this case) is trying to identify faint,
long period signals in a cacophony of noise. In the main this is a hunt for biomark-
ers of particular stressors that can uniquely identify the specific stressors that are
perturbing the transcript profiles. This approach has been successful in fields ranging
from toxicology to cancer and beyond (e.g., Gracey and Cossins 2003, Gracey et al.
2004, Espinosa et al. 2006, Chi et al. 2006, Aubin-Horth et al. 2005a, Oltvai and
Barabasi 2002). In our view, this search is a valuable contribution to (1) the field of
biomedicine, (2) our understanding of the specifics of the response to a particular
stressor, and (3) the elucidation of some aspects of the transcriptional responses to
stress. However, in many cases, the observed elicited response is consistent with what
we might have predicted based upon our understanding (albeit limited) of biochemi-
cal processes (Williams et al. 2003, Rieger et al. 2004, Gracey and Cossins 2003,
Gracey et al. 2004); thus, this approach is making only inefficient use of the informa-
tion presented to investigators in microarray experiments.
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Global Signatures

Living systems, whether they are gene regulatory networks, biochemical or metabolic
networks, neural networks, or energy and nutrient flows in ecosystems can be repre-
sented as relatively simple networks of connections that describe the flow of informa-
tion (or flux) between nodes. It has been suggested (Chapman 2001, Oltvai and
Barabasi 2002) that we (collectively, as biologists) have spent too much time tearing
these connections apart, trying to understand the inner workings of the components,
while paying insufficient attention to recognizing the emergent properties of these
systems that cannot be deduced from component behaviors. The challenge of the
global approach is to understand the transcriptome as a whole and is exactly the
opposite of studies aimed at identifying significantly up or down regulated genes. It is
aimed at understanding the integrated function of the genome, how it functions as a
system, and how it responds to internal and external stimuli and to stressors. It is
important to note that we are not the first to recognize this, because this conceptual
approach extends at least as far back as Sewall Wright (Wright 1831) where networks
and epistatic (nonlinear) interactions of genes are prominent components of his Shift-
ing Balance Theory of Evolution.

Network Connections and Regulatory Pathways

Our understanding of enzymatic pathways is extensive and has been built up from
thousands of studies of individual enzymes and their properties (cf. http://www.
expasy.org/). Only within the past 2 decades have we begun to unravel the complex
issues of the regulation of transcription in higher organisms, and only within the last 5
years or so have we begun to appreciate the importance of RNA, particularly microR-
NAs in this process. In the main this effort has followed the classical approach of one
gene (knockout or suppression) at a time, which has proved such a successful
approach to defining the structural and functional units of living systems. Although
this approach does much to elucidate the basic structure of regulatory networks, it
lacks the dynamical aspects of even simple enzyme kinetic theory. Hence, we cannot
pass easily to Biochemical Systems Theory (Voit 2000) to study the behavior of the
intact components. Recently however, several mathematical approaches have been
employed to assess the topology of networks using static data (Liebovitch et al. 2004,
Shehadeh et al. 2006, Chapman et al. 2006). It has been shown (Voit and Almeida
2004) that time series information coupled with appropriate computational tech-
niques can elucidate not only the structure of metabolic networks, but important
aspects of their dynamics. Whether this approach can be extended to gene networks,
and their response to environmental stressors, remains to be seen.

Normalization

A variety of means to standardize raw intensity signals from microarrays have
been developed by considering different degrees of stringency in their parametric
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assumptions. The stronger the parametric assumption the higher the power to distin-
guish apparent differential expression but also the higher the risk that the assump-
tions are not correct and significance is incorrectly assigned. At the two extremes of
this range are linear transformations of the data and fully nonparametric empiric
approaches such as the quantile normalization. These techniques suffer two major
liabilities:

1. Environmental stressors have been shown to reduce the overall rate of transcrip-
tion (van de Peppel et al. 2003).

2. They are restricted to the dataset in hand, making comparisons between studies
(metaanalyses) problematic.

Normalization methods, by their nature, can submerge any overall suppres-
sion of transcription and thus fail to recover what might reasonably be considered
important data (Altman 2005). Thus, if a transcriptional signature does not change
between experimental and control organisms, but the experimental group shows
an overall downshift in transcription rates, how are we to recognize and interpret
this information? We have no clear-cut answers to this issue because it pertains to
individual genes, but will offer an alternative for analysis of the transcriptome as a
whole.

Extracting Signals from Noise

The extraction of information from microarray data entails the detection of signals in
massively paralleled datasets. In this task, analysis of variance (ANOVA) and other
traditional statistical tools are greatly handicapped. For example, the number of
samples needed to generate sufficient degrees of freedom to analyze even the univari-
ate associations is defined as the number of genes represented on the arrays plus one.
Taking the analysis one step further, to assess additive interactions between genes is
not even imaginable, even for a modest metabolic network, using standard statistical
approaches. Nevertheless, it is the extraction of information about the dynamic inter-
actions of genes that can be contained in microarray data that constitutes the attrac-
tion (perhaps even the Holy Grail) of the technology. It is almost certain that these
interactions between genes will be nonlinear in nature and hence inaccessible by lin-
ear statistics. We will suggest alternative approaches below.

Data Reduction

The third obstacle to understanding microarray data can be the reduction in the
amount of data to the level that is necessary to recover the essential information.
Most –omics approaches generate many thousands of data points, many of which may
be redundant and not essential to understanding the process in question. Hence,
the data could be pruned to the point where the data are comprehensible, but not to
the point where essential information is lost. How can we accomplish a reduction
in the information to a point at which it still fully represents the original response but
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is, at the same time, sufficiently compressed that we can readily comprehend the
information about the system?

In addressing these problems it is useful to consider the usual means by which we
assess expression profiles. In the main, this is done by plotting in two dimensions, the
expression data (raw data, background subtracted data, or ratios of signals) for con-
trols versus controls and for controls versus challenged organisms. From this graphi-
cal analysis we can extract the probabilities that the expression of individual genes lies
outside the statistical confidence limits of random associations.

However, as discussed above, although the identification of individual transcripts
that respond to a given stimulus or stressor is of value, it also conveys very limited
information. If change in expression of individual genes is an alphabet, then their con-
certed and dynamic interactions are the words and syntax that convey a much fuller
meaning. It is only within the context of changes in the overall transcriptional sig-
nature that individual changes in gene expression can be appropriately understood.
Some information about linkages in gene expression can be inferred from the widely
used clustering algorithms, but these methods are based in Euclidean geometry or
are otherwise limited to linear associations. If, as many others and we believe,
and some have shown, there are nonlinear associations in transcriptional cascades,
these linear approaches are at best crude approximations of functional genomic
complexity.

Several analytical approaches that do not rely on implicit linear interactions to
identify potentially interacting suites of genes have been used. The first are artificial
neural networks (ANN) or other machine learning algorithms, which have been
widely applied to a broad range of massively paralleled datasets including micro-
arrays (Khan et al. 2001, Tarca et al. 2005), genetic polymorphisms at many loci
(Motsinger et al. 2006), and mass spectrometry data (Mian et al. 2005, Levner 2005),
among many others. It is not our intent to review this voluminous literature, but
rather to focus upon machine learning algorithms that show promise in feature selec-
tion. ANNs generate, as part of their output, sensitivity values. These are estimates
of the impact of specific input variables (for example changes in expression of spe-
cific genes) on the outputs. The exact definition is that sensitivities are the slopes
(derivatives) of the inputs relative to the outputs, but they also are analogous to the
proportion of total variance attributable to a particular input in traditional statistics.
In other words, they indicate how sensitive the output is to changes in a particular
input variable. As such they can easily serve as a logical basis for selecting inputs
(e.g., suites of genes) for subsequent analysis, without losing critical information.
The selected genes would, for example, be used in a second round of model develop-
ment using bootstrapping and data sequestration approaches to examine various
model solutions.

Another means of selecting suites of genes for analysis that employs ANN’s cou-
pled to Fuzzy logic has recently been advanced (Chen et al. 2006). In essence this
approach uses the weights from a two-layer feed forward network to cluster genes
according to their relative weights on the hidden nodes of an ANN. Fuzzy logic is used
in an all-or-none decision rule algorithm to select the most important genes. The deci-
sion rule in this approach is based upon an impact factor (IR), which is basically the
impact that changes in the selected gene have upon the network weights.

A third approach, has recently been developed by Chapman and others (2006) that
employs fractal geometry to examine the overall shape of complex datasets and
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determine how many features of the data are necessary to reconstruction of the origi-
nal figure. Although the method does not identify optimal sets, it does select signifi-
cantly up- or down-regulated genes and genes that are necessary to preserve the
geometry of the original set. When combined with genetic algorithms (Jirapech-
Umpai and Aitken 2005), optimal gene set selection may be achieved, although the
necessary algorithms and computer tools to verify this assertion have yet to be devel-
oped, much less tested. This is a field ripe for exploration (Chapman et al. 2006).

The reader has probably deduced, from the above discussion, that there are no
hard and fast rules about the “proper” way to analyze microarrays or other massively
paralleled datasets. This situation contrasts markedly with the well-understood appli-
cation of traditional linear statistical methods to datasets with only a handful of vari-
ables. This is not unexpected as linear statistics have been developed over the past
two centuries (at least since Gauss) and is founded in Euclidean geometry that is
more than 2,000 years old. Pattern recognition approaches have only become possible
with the development of high-speed computers and the understanding that non-
Euclidean geometries (fractals) existed. The development of the silicon chip comput-
ers and fractal geometry began nearly at the same time and both are less than
5 decades old. Hence, we should not be surprised that standard methods for global
transcriptomic analysis are not universally recognized. We do not know how this will
play out in the near future, but the one thing we are sure of is that the statistical tools
that served biologists in the twentieth century, will not suffice in the twenty-first
century. Our technology will force upon us a more team-oriented approach to exploit
the wealth of information. Indeed, it already has. Research teams seeking to apply
functional genomics techniques to the study of the environment will need to include
investigators skilled in a wide range of disciplines if they are to be successful in
developing useful diagnostic and prognostic models that will help us understand the
environment.
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Chapter 24
Functional Genomics

Perry B. Hackett and Karl J. Clark

Introduction

The twenty-first century opened with the publication of the first sequence of a verte-
brate genome, the human genome. Called The Book of Life, the sequencing of the
human genome was expected to reveal genes that regulate development in humans
and, by extension, in other vertebrates. Subsequent genetic revelations could be used
for developing new medicines and methods for manipulating genetics to understand
and improve human health. The human genome project was slated to be the first of
several vertebrate animal genomes that would allow scientists to better understand
animal physiology as well as enable the modification of genomes in order to alter phe-
notypes to improve animal health and increase commercial value. The results of the
two major human genome projects, one by Celera Corporation and the other under
the auspices of the United States National Institutes of Health (NIH), initially were
hard to believe and understand—there appeared to be fewer than 30,000 protein-
encoding genes in nearly 2.9 � 109 bp of haploid genome. In contrast, the Drosophila
melanogaster (fruit fly) and Caenorhabditis elegans (nematode/roundworm) genomes
have about 13,000–19,000 genes in about 9.7–18 � 107 base pairs (bp). That is,
although the human genome was twenty-fold to thirty-fold larger, it had only about
twice the number of genes as invertebrate animals that are smaller than a human fin-
gernail. Within a couple of years, the small number of genes required to specify a ver-
tebrate was confirmed with the sequencing of the mouse and rat genomes—again
about 30,000 genes at a density of about 1 gene per 100,000 bp. The number of genes
in fish is expected to be about the same.

How can a complex vertebrate with so many cells (approximately 1013–1014 in
humans) require so few genes? One answer came from the finding that the protein
encoding sequences of vertebrate genes were most often divided into short sequences
called exons. Following transcription into precursor messenger RNAs (mRNA), a
single gene could be responsible for a family of mRNAs that encode several different
proteins. Diverse amino acid sequences can be derived from the inclusion, removal,
or modification of various polypeptide motifs as a result of alternative splicing. These
closely related proteins sometimes have independent or overlapping functions. More-
over, some genes have multiple initiation sites for transcription and translation as well
as multiple termination sites. As a result, vertebrate genomes are envisioned to
encode up to hundreds of thousands of active proteins. The exact number is unknown
because differential splicing, transcriptional initiation, and termination events occur
in cells of various organs.

The second surprise that was unanticipated by the fruit fly and nematode genome
projects was that about two-thirds of the 30,000 genes could be put into one of a rela-
tively few families of polypeptides. Several families had related enzymatic activities
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required for DNA, RNA, protein, and carbohydrate synthesis and metabolism that
had been worked out from much earlier studies of bacterial genes (e.g., Escherichia coli
with a genome of about 4.7 � 106 bp has about 3,200 genes at a gene density 70 times
that of vertebrate genomes). Other large families encode a variety of transferases,
kinases, receptors, ion channels, and transporter genes whose activities are guided by a
plethora of regulatory molecules. With many related genes in each gene family, which
gives rise to thousands of related proteins from alternative splicing, a second major
question arose: What is the bottom line role of each of the encoded polypeptides? Cur-
rent understanding suggests that some genes play critical roles in initiating certain
developmental events, other genes play roles in maintaining the functions of the cells
following differentiation events, other genes play supporting or backup roles to aug-
ment or protect cellular function, and some genes play very specialized roles that
respond to environmental cues or changes. Sorting genes into these categories is not
easy or in most cases not even possible to determine by analyzing simple sequence
alone. Other tests are necessary and they form the area of functional genomics.

The goals of functional genomics are to better understand the roles of elements of
the genome that directly or indirectly affect the development, growth, metabolism,
immunity, behavior, and aging of an organism. This includes associating protein prod-
ucts, noncoding RNAs, and cis-acting DNA elements with specific functions in the
above processes. The goals of functional genomics vary from project to project and
organism to organism. In the broadest sense, we conduct functional genomics studies
for the following reasons:

1. to understand the health and physiology of organisms
2. to manipulate organisms for specific purposes
3. to understand the evolution of life

Broad arrays of approaches with sophisticated experimental techniques have been
developed to study functional genomics. Because of the vast numbers of genes, the even
larger number of polypeptides, the variation in expression from tissue to tissue, and the
variety of organisms under study, ‘high throughput’ methods are required so an investi-
gator can examine and sort many activities at the same time. Clearly high-speed compu-
tation is an essential feature of most techniques. In the following sections, we describe
some of the approaches and techniques with the understanding that new, more power-
ful methods are constantly emerging, especially as computational power continues to
improve. The improvements include tools and instruments for digital recording of
information and newer algorithms for sorting and analyzing information developed as
our understanding of gene function increases. Bioinformatics is a rapidly developing
area of modern biology that looks to unravel the mysteries of biological processes using
high-speed analyses by computers with vast memories and computational rates.

Approaches and Methods for Studying Functional Genomics

General Strategies

Functional genomics comprises examining and cataloging expression of genes in normal
tissues at various stages of development or in response to particular environments.
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There are three overall strategies for elucidating the functions of genes and their
importance in development and health of an organism. The combination of all three
strategies generally is needed to understand fully the role(s) a gene plays in the well-
being of an animal. The first is to examine the genome and compare the predicted
genes with genes in other, better-characterized organisms. This strategy is called com-
parative genomics and it relies extensively on bioinformatics. The second is gene pro-
filing, which comprises examining and cataloging expression of genes in normal
tissues at various stages of development or in response to particular environments.
The third is loss-of-function and gain-of-function mutagenesis to examine the effects
of altering expression of specific genes, or selected groups, to understand their impor-
tance and physiological roles.

Expression of genes can be measured in terms of the mRNA or their protein prod-
ucts. Both methods have advantages and disadvantages. mRNA is relatively easy and
inexpensive to detect using a variety of hybridization techniques. The spatial localiza-
tion of mRNAs in cells of multicellular tissues can be determined by in situ hybridiza-
tion in which tissues or even whole organisms are treated to allow penetration of
complementary DNAs (cDNA) that will selectively hybridize to mRNAs present in
the cells. Alternatively, for quantitative analysis to establish the sequence and/or
quantity of an mRNA species, mRNA can be isolated from tissues and either elec-
trophoresed through an agarose gel for northern blotting to establish size, abundance,
and number of splicing variants. In some cases, the mRNA may be prehybridized to
an assortment of DNA probes to establish particular features of the mRNA such as
splicing sites and transcriptional start sites by methods called primer extension
and RNA protection. Manuals describing the details of all of these techniques are in
abundance (e.g., Ausubel et al. [1998]). Reflecting the availability of sophisticated
instrumentation, extremely low levels of mRNA can be detected using reverse tran-
scriptase-polymerase chain reaction (RT-PCR) in which single-stranded mRNA
sequences are copied by RT into an RNA-DNA hybrid molecule that is then ampli-
fied by the method of PCR to yield thousands of copies of a double-strand DNA
fragment of defined size. With automated thermocyclers equipped with fluorescence-
detection capabilities, the RT-PCR can be automated and results obtained without gel
analysis in what is called real-time RT-PCR. There sometimes is confusion when RT is
used to refer to ‘real-time’ rather than ‘reverse transcriptase.’

Hybridization of nucleic acids is simple, but functional activity in cells is generally
due to proteins and peptides. Often, proteins are modified by cleavage to remove
amino acids at the amino terminus (e.g., for secreted proteins), glycosylation (addi-
tion of complex sugars/carbohydrates), phosphorylation (by kinase molecules that
add phosphate residues to certain serine, threonine, and tyrosine residues in a
polypeptide), acetylation, and methylation. These modifications can greatly affect the
activities of polypeptides and cannot be deduced from mRNA sequences alone.
These activities depend on the presence of many different enzymes. Hence, there is
great interest in examination of proteins and their processed products. As functional
genomic investigations enter a new realm of analysis, new fields are created, often
with the suffix ‘ome’ to describe the level (e.g., genome for DNA in genomes; tran-
scriptome for the total number of transcriptional products in a cell, tissue, or organ-
ism; proteome for the total number of polypeptide products in a cell, tissue, or
organism; kinome for the total number of phosphorylated proteins in a cell, etc.). Pro-
teins and their modifications are far more difficult to study—the combination of
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21 amino acids is far vaster than the combinations of the four bases in DNA or RNA.
Whereas hybridization probes are inexpensive and trivial to construct for detection of
complementary DNA and RNA sequences, such technology is not available for pro-
teins. Antibodies can be raised to particular motifs in proteins, but this takes months
and is expensive. Consequently, most high-throughput analyses have concentrated on
detection of mRNA products rather than their encoded proteins.

Merely identifying the players in a cell by either protein or mRNA detection is
insufficient for appreciating the roles they play. Their generic functions may be pre-
dictable, but the particular importance of the implementation of their function may
not be as clear. To use an analogy, one might be able to predict the roles of players on
a sports team but not necessarily their relative values; that becomes apparent when an
injury occurs and they are removed or replaced. The fact that they are participating in
the field does not tell much of their roles in the event. Likewise, to uncover the identi-
ties of essential and/or important regulatory genes, one must eliminate or curtail their
activities or otherwise alter their expression patterns. This is most often done by
either mutating the gene or blocking its expression. Alternatively, extra copies of
genes can be expressed in cells, either in a controlled or uncontrolled manner to
determine the effects of abnormal expression. When all such data are assembled, it
generally is possible to infer the function of a particular gene. Thus, blocking, enhanc-
ing, and alternatively expressing genes all provide different clues on the roles a gene
plays in the animal (Figure 24.1). In the Experimental Determination of Gene Func-
tion section, we discuss how this is actually done.

Comparative Genomics

The evolution of life on earth, which appears to have begun more than 3.5 billion
years ago, is recorded in the genomes of current organisms. Comparative genomics is
the comparison of genomes from different species. The purpose is to determine the
function of genes and noncoding regions of the genome based on the commonality of
genetic sequences and observed traits or physical attributes of the organisms from
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Figure 24.1. Experimental testing for a gene’s function can be by inactivating the gene or mis-
expressing the gene. The consequences of blocking expression and overexpressing the Pax-6
gene, which is a master regulatory gene responsible for eye development, are illustrated.



where the sequences were obtained. Decoding the genomic tree of life has required
the examination of chromosomal sequences from many organisms because genes
have been transferred in pieces and whole units as well as duplicated and lost over the
millions of years that any given species might exist. The earliest examinations of the
evolution of genetic sequences were those of ribosomal RNA (rRNA) and protein-
encoding genes, whose encoded amino acid sequences were generally more highly
conserved than their DNA sequences. This is because the activity of a protein is
dependent on its structure and consequently the sequence of its amino acids. Because
of the degeneracy of the genetic code, wherein a single amino acid can be encoded by
one to six codons, mutations in a DNA sequence do not always lead to a mutation in
the amino acid sequence. Indeed, the genetic code has evolved to be modestly robust
in accommodating common mutations in the DNA to preserve the protein structure
(Modiano et al. 1981). However, only about one-half of the highly conserved DNA
actually encodes proteins or ribosomal and transfer RNAs. The other half encodes
either transcriptional regulatory motifs, to which specific transcription factors bind to
produce tissue-specific mRNAs and proteins, and other regulatory sequences such as
small functional RNAs (discussed further in the Reverse Genetics: Knocking Out and
Knocking Down Genes section) that contribute to higher levels of gene regulation.
For example, a thorough study of the carp (Cyprinus carpio) �-actin gene showed that
the DNA sequence encoding the protein was 88–91% conserved at the DNA level
with the �-actin genes from chickens, rats, and humans whereas the amino acid
sequence was 99.0–99.5% conserved relative to the land vertebrates. Even more
enlightening was the 100% conservation in transcriptional regulatory motifs for the
�-actin gene between the fish and the land vertebrate genes (Liu et al. 1990a). Thus,
regulation of a gene is as important as the actual product being regulated. Many of
the differences between vertebrate species are not due to their genes, but in the way
many common genes are regulated.

Bioinformatics

Many different features of genes are analyzed for comparative genomics, including
the lengths, numbers of exons and introns, and locations of genes or their rela-
tives with respect to each other, which is termed synteny. Over the course of evolu-
tion, genes, and whole genomes, have undergone many duplications. Some of the
duplications are lost since they are of no use but are a ‘genetic burden’ in terms
of energy required for their continued duplication and expression. Often the dupli-
cated genes that are maintained further evolve to assume different but related func-
tions. Genes related by sequence are called homologs. Although the relatedness of
genes is often expressed as a percent homology, this term is incorrect; genes are either
homologs or not. Relatedness is more correctly referred to as percent conservation of
sequence. Because of the amplification of homologs in genomes, it is often difficult to
attribute specific functions to specific genes. There are two types of homologous
genes:

• Orthologs, genes in different species that evolved from a common ancestral gene
by speciation, which are essentially identical in terms of relative genomic position
(synteny) and function

• Paralogs, genes related by duplication within a genome, which are related by
sequence but not position and/or function
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Synteny is a powerful tool because although genomes from vertebrates are scram-
bled at the chromosomal level, at the gene level, equivalent to say units of about
106 bps, recombination is not so frequent and thus neighboring genes are more often
conserved than not (Figure 24.2). In comparisons between vertebrate genomes,
homologs very rarely lose both neighboring genes. Nevertheless, sometimes it is diffi-
cult to determine orthology.

Comparative analysis of genomic sequences involves thousands to millions and
even billions of bps from an ever-growing population of organisms. Only computers
can digest so much information. The National Center for Biotechnology Information
(NCBI), http://www.ncbi.nlm.nih.gov/, a part of the NIH, was established in 1988 as a
national resource for molecular biology information. NCBI creates public databases,
conducts research in computational biology, develops software tools for analyzing
genome data, and disseminates biomedical information—all for the better under-
standing of molecular processes affecting human health and disease. The actual stor-
age of genetic information is kept by GenBank, which has the NIH genetic sequence
database, an annotated collection of all publicly available DNA sequences (Benson
et al. 2006). All GenBank sequences have accession numbers that allow them to be
directly imputed into many algorithms that have been developed to analyze
sequences. There are approximately 6 � 1010 bases in 6 � 107 sequence records in the
traditional GenBank divisions as of early 2006. GenBank at NCBI collaborates with
the DNA DataBank of Japan and the European Molecular Biology Laboratory,
which exchange data daily. Basic Local Alignment Search Tool (BLAST) (http://
www.ncbi.nlm.nih.gov/BLAST/) is probably the most used computer program to line
up multiple genomes (or all available sequence data) and look for regions of similarity
among them. Other sequence-similarity tools are accessible to the public over the
Internet. The deposit of sequences into GenBank has been growing exponentially as
the cost of sequencing DNA has dropped.
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Figure 24.2. Synteny of chromosomal segments from zebrafish with either (A) human or
(B) mouse chromosomes. The matrices show that genomes of about 30,000 genes have been
broken into several hundred units that have reassorted as blocks of genes in different chromo-
somes. (Adapted from Woods et al. 2000).



Sequences are obtained in either of two generic ways. The first is targeted sequenc-
ing of a particular gene or mRNA copy of a gene. The second is random cleavage of a
genome into smaller fragments of 10 kilobase pairs (kbp) to 1 million base pairs
(Mbp), which are then sequenced randomly. The random sequences can be assem-
bled into larger units called contigs. A genome is completely sequenced when the
number of contigs matches the number of chromosomes, or genetic linkage groups.
With current, high-throughput sequencing machines, a simple prokaryotic genome
can be sequenced into a complete genome in a few weeks. Some emerging sequencing
technologies would allow complete sequencing of a prokaryotic genome in less than
1 day using only a single piece of equipment (see Chapter 25). However, assigning a
functional role to each identified genetic sequence takes substantially longer. Verte-
brate genomes take much longer. Indeed, this has not yet been achieved for verte-
brate genomes due to the extraordinary, in most cases, numbers of repetitive
elements and simple sequence repeats that comprise centromeres and other regions
of genomes. Consequently, genome sequencing is done in repetitive stages, often
called coverage, with each stage extending and combining known contigs as well as
correcting mistakes in earlier assemblies. A 1� coverage is equivalent to obtaining
sequences that total the genome, in this case nearly 37% of the genome will not be
represented whereas another 26% will be represented more than once. As the num-
ber of sequences increases, the numbers of contigs increase until there is sufficient
overlap to allow contigs to be assembled. By 2� coverage there is more merging of
sequences than finding new sequence and the numbers of contigs decreases while the
number of bps in contigs increases. Thus, 5� coverage means that the total sequences
up to that time are equivalent to 5 times the total genome of the organism—a point at
which there is a high confidence that most unique sequences have been found and
roughly placed on chromosomal maps. In practice, the presence of repetitive
sequences makes final assembly of contigs into chromosomal lengths very difficult.
Readers are referred to Chapter 25 and Chapter 26 for sequencing technologies and
genome sequencing related issues.

Model Organisms

Conducting experiments in most vertebrates is quite expensive, labor intensive, and in
the case of humans, unethical. Hence, because of the conservation of action of most
gene products, model organisms have been employed to provide the initial clues
about gene function in various organisms. As vertebrates, fish have conserved gene
function with mammals such as mice and rats, the premier model organisms used in
pharmaceutical and vertebrate developmental biology. Genetic studies in these
organisms can be performed faster and less expensively than with most vertebrates.
Interestingly, one exception is the zebrafish model system (Dahm and Geisler 2006)
that is easy to use, inexpensive, and thereby capable of providing answers about verte-
brate gene function at a fraction of the cost of using mice.

Mammalian genomes have approximately the same DNA contents, about 3 billion
bps. In contrast, genomes of teleost fish vary more than tenfold, from about 3 � 108

bps (pufferfish, Chelonodon fluviatilis, and Takifugu rubripes [fugu]) to 4.5 � 109 bps
(triploid Atlantic salmon, Salmo salar) with a mean of about 109 bps (Gregory 2005)
(http://www.genomesize.com). Zebrafish (Danio rerio), a popular model for develop-
mental biologists, has a genome of about 1.7 � 109 bp. The major difference in the
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genomes is not in their numbers of genes, but in their contents of repetitive DNA.
More than 90% of the fugu genome is unique in contrast to mammalian and other
teleost genomes, which are more than 50% composed of repetitive DNA sequences.
Moreover, the introns in fugu genes are few and extremely short, thereby reducing
the average size of the genes. Thus, in general the numbers of genes vary only slightly
in vertebrates with genome size not being indicative of gene number or genetic
complexity.

Gene Families

Ray-finned fish appear to have more copies of many genes than other vertebrates as a
result of a genome duplication event that occurred before the teleost radiation. Many
of the duplicated genes were lost and many reshuffled, leading to partial duplications.
Sequence duplications that are currently present in the genome represent nonfunc-
tional, neofunctional, and subfunctional copies of duplicated genes (Figure 24.3).
This has complicated functional assignment to specific genes. For instance, the
39 Hox genes, which are crucial for vertebrate development, are normally orga-
nized into four clusters. However, in some ray-finned fish, there are extra clusters
that resulted from partial duplications (Mulley et al. 2006, Kurosawa et al. 2006).
Expression of the duplicated genes is subtly different during development, with
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Figure 24.3. Gene duplication and loss. A gene is shown with two transcriptional elements.
Duplication of the transcriptional unit and regulators followed by mutation can lead to (1) the
original situation if one gene is destructively mutated, (2) new gene function following nonde-
structive mutations, or (3) splitting the functions of a single gene due to different promoters
driving essentially the same gene under different circumstances or in different cell types. (Also
see color plate.)



contributions of both genes being important (Tumpel et al. 2006, Kaufman et al.
2000). Duplicated genes, such as the Hox genes, often are tandemly arranged with
small variations in their sequences, which can lead to microspecialization of function
(Hancock 2005). For instance, olfactory receptors are critical to an animal’s interac-
tions with its environment, from recognition of food and enemies to potential mates.
There are an estimated 1,500 olfactory receptor genes in mice of which 1,200 are
active, whereas there may only be about 400 in humans and fewer in fish, probably
because fish receptors are for water-soluble chemical entities whereas vertebrate
receptors are for volatile, airborne agents. In Atlantic salmon (Salmo salar), the main
olfactory and vomeronasal receptors have been characterized and divided into six
groups that comprise a number of individual genes that have a common evolutionary
history. A database named Wanda (http://www.evolutionsbiologie.uni-konstanz.de/
Wanda/) lists groups of orthologous genes from ray-finned fish and arranges them
into phylogenetic trees and, where possible, provides genome-map positions and
functional information (Van de Peer et al. 2002). Yet to be done is a full characteriza-
tion of the regulatory sequences that control expression of the various genes in these
gene families. In the end, it is the subtle variation in genes and their regulation that
leads to the differences in physiological attributes of species and their behaviors.
Readers interested in duplicated genes and the study of their functions are referred to
Chapter 28 of this book.

Most genes operate in concert with each other. In some cases the cooperation is in
the form of multimeric protein complexes (e.g., membrane assemblies required for
signal transduction, whose individual members may be from the same or different
gene families). Teasing apart the roles of different proteins that combine in various
ways is a challenge (Cheng et al. 2003). In addition, most proteins cooperatively oper-
ate in networks and signaling cascades, often called systems biology. Thus, the effects
of minor differences in the approximate 30,000 genes in fish genomes is multiplied to
an enormous, and unknown, number by their interactions with one another. Compar-
ative genomics can be used to identify cis-regulatory sequences such as promoters and
other sites that influence transcription. Transcriptional regulatory proteins bind to
these sequences, and such proteins often are induced as a result of variation in
the environment or developmental plan of the animal. Accordingly, genes that are co-
regulated are expected to have similar cis-regulatory sequences, and by identifying
these sequences, networks of gene interactions can be inferred. This has been done in
yeast (Tagne et al. 2004), and similar efforts are under way in vertebrates (Davidson
and Erwin 2006).

Noncoding RNAs

Regulation by noncoding RNAs (ncRNA) is extremely important in vertebrates
(Eddy 2006, Woolfe et al. 2005). ncRNAs play roles in a variety of processes including
transcription, DNA replication, RNA processing and modification, translational reg-
ulation, and protein degradation and translocation. A particular class of ncRNAs,
micro RNAs (miRNA) are 20- to 22-nucleotide RNAs that regulate translation of
mRNA by binding to the 3� untranslated ends of the mRNA to block translation and
direct the destruction of the messenger (Humphreys et al. 2005). Other ncRNAs
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often are longer and are processed from RNA polymerase II transcripts, the same
enzyme responsible for mRNA synthesis. ncRNAs may come from transcripts that
lack open reading frames for protein synthesis or from introns of protein-encoding
genes. Their expression plus their conservation emphasize their importance. How-
ever, their identification presents a challenge to computational biology and functional
genomics. In addition to sequence conservation, the activities of many ncRNAs are
believed to depend on the structures that they can form by folding into stems and
loops via base pairing. Thus, prediction of RNA secondary structure conservation and
thermodynamic stability combined with conservation in vertebrates from fish to
humans has been used as one means of identification of this important class of func-
tional agents. The number of potential ncRNAs identified in this way is close to the
total number of genes (Washiet et al. 2005).

Clearly computer analyses of genetic sequences can identify many regulatory
motifs and genes, including those that encode proteins and those that do not, but
the bottom-line functions of these genes often is unknown because many are co-
expressed in the same cells or are expressed in different tissues at different times.
Moreover, genes are expressed at varying levels in different cells, which makes it diffi-
cult to associate function of a gene product with its mere presence or, in the case of
analyses for mRNA, its implied presence. Thus, experimental tests are crucial to
attribute functions to genes.

Profiling Gene Expression

Fish are comprised of a multitude of cell types that compose various organs with spe-
cific functions. These functions are mediated by specific sets of proteins, and their
respective genes in general are transcribed at rates to provide sufficient levels of these
proteins. There are a number of assays that are used to determine the panoply of
genes that are expressed in specific tissues or as a consequence of developmental and
environmental cues. Several of these assays are discussed in an order that roughly cor-
responds to their degree of difficulty and informational value (Figure 24.4).

Tissue-Specific cDNA Libraries

Hastie and Bishop (1976) conducted the first semithorough examinations of the
diversity of gene expression in differentiated tissues by making cDNAs to bulk iso-
lated mRNAs that were then hybridized to genomic DNA. The results of this work
indicated the following:

1. About 10,000–12,000 genes were expressed in most cell types.
2. Genes were expressed at levels from about 10 mRNAs/cell (low abundance: about

98% of the expressed genes) to several hundred copies (middle repetitive abun-
dance: about 2% of the genes expressed) to more than 10,000 mRNAs/cell (abun-
dant: less than 10 genes per cell type).

3. 80–90% of the rarely and middle-repetitively expressed genes were expressed in all
cells at about the same rate and only a few genes were differentially expressed.
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Those genes expressed at a common rate in all cells comprise the ‘housekeeping’
genes that are responsible for basic structures and metabolism in cells. The uniquely
or differentially expressed genes are those involved with specific functions of cells.
Because the experiments were done with bulk mRNA, they were unable to identify
the particular genes whose expression patterns varied in differentiated tissues. Never-
theless, this approach gave approximate answers that stand to this day.

Following the development of automated DNA sequencing, stretches of mRNA
isolated from specific tissues were reverse-transcribed into cDNA sequences that pro-
vided expressed sequence tags (EST), which could be used to profile gene expression
from different tissues (Adams et al. 1991). This became the basis for the first, high-
throughput effort for the human genome project. The power of the ESTs was appreci-
ated by members of the fish community who began establishing libraries for genetic
linkage mapping from catfish (Liu et al. 1999) and establishment of databases such as
that for salmonids (Rise et al. 2004). For more on EST analysis, interested readers are
referred to Chapter 20 of this book.

Microarray Analysis

Within the last decade, more advanced methods of measuring gene expression have
been developed of which microarrays (see Chapter 21 and Chapter 22) are the most
commonly used. The functional landscape of gene expression in the mouse with
respect to tissue type and stage of development has been investigated for as many as
40,000 predicted mRNAs (many of which are splicing isoforms derived from the same
initial pre-mRNA transcript) in 55 tissues (Weitzman 2004, Holmes and Brown 2004,
Zhang et al. 2004). A comprehensive list of developmentally regulated zebrafish
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Figure 24.4. Analyses of gene expression with respect to target and rate of analyses (through-
put). cDNA libraries, EST databases, quantitative RT-PCR, and microarrays can yield informa-
tion regarding expression profiles with resolution down to a particular tissue or specific time. In
situ hybridization (ISH), immunohistochemistry (IHC), and reporter-tagged transgenesis allow
localization of expression to individual cell types of a tissue and sometimes to subcellular
domains. Notes: $: extensive capital costs; CP: community project; QA: quantitative assay; AR:
antibody required; TC: extended time commitment.



genes and their expression profiles during embryogenesis, including novel informa-
tion on the temporal expression of several thousand previously uncharacterized genes
are accessible (http://giscompute.gis.a-star.edu.sg/~govind/zebrafish/) (Mathavan
et al. 2005).

However, the resolution of most microarray experiments generally provides only
an overview of gene expression in a sample of tissue or cells; it does not elucidate
either the variation of expression from cell to cell nor, in many cases, the variation in
expression of genes in various cell types that compose an organ or tissue. For instance,
a liver is composed of hepatocytes, Kupfer cells, and sinusoidal epithelial cells as well
as cells of the vascular system that provide necessary nutrition to all cells. Each cell
type has specific roles that they play in this single organ. Moreover, there is a supposi-
tion that knowing the identities of genes that are co-regulated in different tissues or in
response to environmental cues indicates gene function. However, we now know that
many genes are expressed at varying levels in different tissues, making functional
assignments difficult solely on the basis of expression. Thus, further methods are
needed to resolve roles of gene expression in complex animals such as fish.

In Situ Hybridization

Expression-function correlations on a per-cell basis can be done by hybridization
analysis of mRNAs in cells of tissue samples fixed on slides. This is called whole-
mount in situ hybridization (ISH). ISH is typically performed by targeting a particular
mRNA sequence with a cDNA. The cDNA can be labeled with a radioactive
nucleotide for detection by autoradiography (old style) or labeled with a chemical
moiety that can be detected either enzymatically or by a fluorescently labeled anti-
body (new style). ISH has the advantage of showing expression levels per individual
cell. Controls are needed for accurate analysis. For this, generally sense-DNA probes
of the same sequence as the antisense probes are used to detect background binding
of the DNAs. Such controls are essential when the transcript levels are low, as they
are for most genes. Indeed, quite often it is difficult to detect low expression genes.
Detection by reverse transcriptase and in situ PCR amplification (RT-PCR followed
by hybridization) has been done to detect some rare species of mRNA (Song et al.
2004). Nevertheless, when signals are detected, information only can be inferred
about the presence of the encoded protein. Translational rates of mRNA as well as
protein stability affect the relative levels of proteins within a cell. Therefore, regard-
less of the presence of the mRNA (Wills 1999), further testing is necessary to gain
information about protein expression, which is often the final gene product. Once
again, using the analogy in sports, presence in the field does not itself indicate roles of
the players.

Immunohistochemistry

Immunohistochemistry (IHC), similar to in situ hybridization, is the localization
of proteins in tissue whole-mount or sections using labeled antibodies that bind via
antigen-antibody interactions. Fluorescently labeled antibodies are most commonly
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used, which allows detection of multiple proteins in a single cell with antibodies that
carry various fluorescent tags. IHC has the advantage over ISH because it actually
detects the protein of interest, thereby avoiding questions about translational regula-
tion and/or protein stability. The disadvantage of IHC is that it requires a specific
antibody that must be raised against the protein of interest; this can take months. In
contrast, ISH probes can be obtained within days for far less expense. Consequently,
ISH is the method of choice for high throughput screening of gene expression with
IHC analysis for those times when certainty of expression of the protein is necessary
or location of the protein within the cell is important.

By combining profiles of gene expression with bioinformatics, one can obtain a
probable role of a gene (ortholog) in those cases where its function has been deter-
mined in another organism. However, when orthology either is questionable, the gene
is unique, or the process under investigation is novel, then functional tests are neces-
sary. Tests that directly examine gene function are reviewed in the following section.

Experimental Determination of Gene Function

To this point all of the tests provide inferential information that will suggest, but not
really define, the function of a gene product. Moreover, the significance of the roles
of proteins may vary in different tissues or at different times of development. Conse-
quently, functional assays are necessary to define the true roles that genes and their
products play in the physiological health and development of an organism. There are
two main categories of tests:

1. Loss-of-function tests are those that measure the effects of eliminating or signifi-
cantly reducing expression of a gene.

2. Gain-of-function tests are those that measure the effects of increasing expression
of a gene, either in the normal tissue in which it is expressed or in tissues where the
gene is normally silent.

There are multiple techniques for conducting each category of testing, and new
methods are being developed due to the importance of the questions that can be
answered by these approaches. The choice of which techniques to use depends on sev-
eral parameters, including the organism that one is studying, the tissue/organ of inter-
est, and the period of development that may also be of interest. Loss-of-function
assays are the most commonly employed because their genetic basis is straightfor-
ward; mutate the responsible gene. Two approaches for loss-of-function studies are
discussed in the next two sections followed by a section on gain-of-function tests.

Forward Genetics and Genetic Screens

For more than 100 years, geneticists have looked at mutations that abolish or alter
gene expression to identify the presence of genes. Within the last 2 decades, molecu-
lar cloning of DNA and sequencing has led to further characterization of genes and
their functions. The process of randomly mutating DNA, observing a resulting pheno-
type that is most probably due to inactivation of a gene, followed by identification of
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the mutated gene is a pillar of genetics and is called forward genetics. An alternative
approach that is discussed in the Reverse Genetics: Knocking Out and Knocking
Down Genes section is reverse genetics wherein the investigator starts with a gene
and looks for a phenotype rather than the usual way of finding a phenotype and
searching for the responsible gene. Most often today, researchers are less interested
in looking at the totality of all possible phenotypes coming from blocking expression
of every gene. Rather, they are interested in a certain function, for example, the
genetic determinants of the ability of fish such as salmon to be born in fresh water,
migrate to live a life stage in salt water, and then return to fresh water to spawn
(anadromous) or the genes that allow fish to survive in hypoxic water that has a
low oxygen content. There are three steps in finding genes involved with a certain
physiological process that involve treating and analyzing large numbers of animals
(Figure 24.5):

1. Create populations of mutants.
2. Find individuals in the population of mutants that appear to have a phenotype

involved with the process of interest. This step is called phenotypic screening.
3. Identify the gene and the mutation that is responsible for the abnormal phenotype

that was caught in the genetic screen.

There is no single or best way to conduct a forward genetic screen and most are diffi-
cult because one or more of the three essential steps will be labor intensive, depending
on which combination of techniques is used. That is, methods to generate many muta-
tions quickly and inexpensively (Step 1) often make it difficult to identify the mutated
genes (Step 3). Alternatively, there are methods that involve tagging a gene with some
foreign DNA sequence to allow easy identification, but these techniques generally gen-
erate far fewer mutants per treatment. An alternative strategy, examining the inactiva-
tion of a selected gene that is suspected of having a particular function, is called gene
knockout. This strategy will be discussed after the random mutagenic methods.

Fish and other vertebrates are diploid for most genes and tetraploid for some. Inacti-
vating a single copy of a diploid (or tetraploid) gene rarely has a noticeable effect on an
animal; that is, all but a handful of genes are not haplo insufficient. Consequently, even
though a gene is mutated, it generally does not create a phenotype that can be identified
in a screen. Rather, the fish or other mutant animal must be mated, most often with a
wild-type animal, and the progeny of that mating are intermated in order to produce a
few offspring (25% as predicted by Mendelian genetics, if there are no complicating
issues) that have mutations in both alleles. This is called a three-generation screen and
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is illustrated in Figure 24.6. If the mutated gene results in some type of signal that can be
detected in the F1 or even the F2 progeny, the screening for mutants is simplified.

Chemical Mutagenesis

There are two principle mutagenesis strategies that have been used by many labs:
chemical and insertional. Chemical mutagenesis most often employs the alkylating
agent N-ethyl-N-nitrosourea (C3H6N3O2), called ENU. ENU transfers an ethyl group
to bases (usually thymine) in DNA. ENU has been used in Drosophila, mice, and
zebrafish for saturation screens where the goal was to obtain at least one mutation in
every gene. Two saturation mutagenesis screens were conducted a decade ago in
zebrafish, the first such screens in a vertebrate. Zebrafish were the choice for identi-
fying the key genes in vertebrate development because the fish produce hundreds
of offspring and can be mated within 3 months of birth. Moreover, the optical clarity
of the embryos allowed visual analysis of all of the organs as they developed in the
space of just a few days. In one screen, 49 males were treated with ENU that on average
produced 63 families each for a total of 3,075 families of which 2,746 were analyzed by
14,357 matings that produced 3,857 offspring that had an average of 1.1 mutations per
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genome (Haffter et al. 1996). A total of 1,163 mutants were characterized by comple-
mentation tests to see whether the mutations were in the same gene, and many were,
with 894 of the mutations assigned to 372 genes. In the second screen that was con-
ducted simultaneously, 220 genes were identified from 695 mutants that came from
mutagenesis of 651 genomes with 1.5 mutations per genome (Driever et al. 1996).

However, of the combined 592 mutated genes between the two studies, less than
10% could be associated with a particular gene within 5 years. The problem was that
ENU produced a single mutation in a genome of nearly 1.7 � 109 bp and although the
technique of positional cloning could roughly map the sites of the mutations, the posi-
tions of the genes were resolved to regions of about 1 million bps. Indeed, within 5
years only four genes, less than 1%, of those identified by ENU were sequenced and
identified using positional cloning. Another 23 were identified by the ‘candidate gene
approach’ wherein one guessed what the gene might be based on findings in other
vertebrates such as mice (Talbot and Hopkins 2000).

Looking for ENU-induced mutations in a specific gene, to associate with a pheno-
type, can be accomplished efficiently with a procedure known as TILLING, named
after its developer, Till (2003) who called the procedure Targeting Induced Local
Lesions IN Genomes. Essentially this procedure, schematized in Figure 24.7, is a high
throughput method to find single bp mutations in known sequences. The first step is
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Figure 24.7. TILLING for gene localization. (Adapted from Wienholds et al. 2002.)



to PCR amplify the same locus in wild type and a collection of mutant phenotypes. In
fish, this is done by isolating DNA from small sections of fins (fin clips). The second is
to denature both sets of double-stranded DNA, mix, and let the mixed strands rean-
neal to form heteroduplex DNAs wherein a single bp may be mismatched due to the
ENU mutation. Cleavage of mismatched DNAs with the plant endonucleases CEL-I
produces two bands. In this way hundreds of mutant fish can be screened for muta-
tions in known sequences.

However, when there is not a good candidate gene, finding a gene with a pheno-
typic mutation requires sequencing millions of bps of both the wild-type region and
the mutated region as well as distinguishing background mutations from the mutation
of interest. As a result, other methods of mutagenesis were desired that would not
only inactivate the gene but also ‘tag’ it so that it could be easily purified, sequenced,
and identified.

Insertional Mutagenesis

The theory behind insertional mutagenesis is that by inserting a known DNA
sequence into a genome one both mutates that sequence as well as stamps it with a
known identifying tag, as shown in Figure 24.8. The insertional vector, shown as
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Figure 24.8. Strategies for insertional mutagenesis. The top panel shows that the insertional
agent (vector with the reporter gene flanked by inverted arrows) can integrate either between
genes (blue boxes) or inside a gene. The bottom panel shows the consequences on transcription
and protein synthesis of insertional inactivation of a gene.



inverted arrows, most often contains a reporter gene in order to detect its presence,
although this is not necessary and in some cases, for example, in some retroviral vec-
tors described below, the vector does not express a gene.

Nature uses two different approaches for inserting DNA into other DNA
sequences. The first is viruses. For insertional mutagenesis, retroviruses, which are
associated with cancer, leukemia, and immunodeficiency (e.g., HIV), are used. Retro-
viruses were first used in mice to infect embryonic stem (ES) cells that then could be
raised to produce mutant mice, following the same three-generation crossing scheme
shown in Figure 24.6. In one of the largest studies (Zambrowicz et al. 1998), 2,000
genes were disrupted, sequenced, and identified using a mouse retrovirus that had a
3�-gene trap, which is described in more detail in the Trap Vectors section. Retro-
viruses were quite effective because they are able to integrate their genomes through-
out the chromosomes of their host, although preferably close to the transcriptional
initiation sites of genes (Wu et al. 2003). A similar procedure was employed with
zebrafish except that the fish eggs were not subject to infection due to their chorions.
Consequently, a modified murine retrovirus (MLV), related to that used to infect the
mouse ES cells, was injected into zebrafish embryos to infect gonadal cells. Because
MLV will not infect fish cells, the retroviral envelop glycoprotein gene required for
infection of cells was substituted with another glycoprotein gene from the vesicular
stomatitis virus to allow infection of fish cells by the xenotropic MLV retrovirus. By
using this retrovirus, the Hopkins lab was able to associate more than 50 genes with
phenotypes identified by random retroviral mutagenesis or about twice that com-
pared to all the labs combined that worked with the ENU mutants (Talbot and Hop-
kins 2000). However, there was a problem with this approach. Manufacturing the
xenotropic retrovirus is quite difficult, and the virus is able to infect all cells, including
those of the human experimenters. Furthermore, it is not clear that retroviruses do
not have preferences for integration. Hence, an alternative method was sought.

The second method that nature uses to introduce foreign DNA sequences into
chromosomal DNA is transposons. These hopping sequences rarely enter genomes
because they have no easy access into cells and nuclei. Consequently, there are few
defenses that animals have against transposons, unlike the case with viruses where the
immune responses generally quickly suppress viral infections. However, over millions
of years, transposons do enter genomes and then become normal residents, often
after slowly mutating into inactivity. Transposons come in two types. Retrotrans-
posons translocate via an mRNA intermediate similar to retroviruses. The second
type is DNA transposons that move from one DNA sequence to another by a cut-and-
paste mechanism (Figure 24.9). DNA transposons have been used for insertional
mutagenesis in many nonvertebrate animals such as yeast, fruit flies, nematodes
(Zwaal et al. 1993, Rubin et al. 1998, Ross-Macdonald et al. 1999). It was not until
an active transposon that could function in vertebrates was artificially created (Ivics
et al. 1997) that transposon mutagenesis in vertebrates became possible (Carlson
and Largaespada 2007), including in fish (Davidson et al. 2003, Balciunas et al.
2004, Grabher et al. 2002). This transposon is called Sleeping Beauty because it was
resurrected from an evolutionary sleep that lasted more than 10 million years.
Another transposon, Tol2, is also used in some labs for insertional mutagenesis in fish
(Kawakami et al. 2004). Transposons are simple DNA molecules that can be made
and purified in any molecular biology lab and they pose no danger to the investigators
using them. Like the xenotropic retroviruses, they need to be injected into embryos
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for insertional mutagenesis. Their activities are comparable to that of retroviruses,
but they may have the most random integration patterns of all of the insertional vec-
tors (Yant et al. 2005).

Trap Vectors

A major problem with simple insertional mutagenesis is that the vector will integrate
infrequently into exons of genes and more often nearby a gene or into an intron. As a
result, most insertions have no effect because the vector sequence is either spliced out
of the pre-mRNA transcriptional product (Figure 24.8, when the DNA inserts into an
intron) or is ignored if it lands in an untranslated region or in the neighborhood of a
transcriptional unit. However, by adding splicing signals and removing either the
enhancers or poly(A)-addition sequences, a researcher has a higher assurance that
when a vector integrates into a gene, there will be a consequential mutation (Skarnes
2005). Figure 24.10 shows examples of three types of trap vector: (1) gene-trap,
(2) 3�-poly(A)-trap, and (3) enhancer-trap. A gene-trap must land in a transcrip-
tional unit for expression of the reporter gene because it lacks its own promoter. By
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Figure 24.9. Transposon-mediated gene delivery in fish. Injection of Sleeping Beauty transpo-
son vectors into a 1-cell fish embryo allows transposition of the transgene in a transposon from
the plasmid into a chromosome. The transposon inverted arrows with a promoter-gene inside,
is carried on a plasmid. The transposase mRNA is co-injected and expresses the transposase
enzyme that cuts the transposon out of the plasmid and integrates it into a chromosome. This
leads to long-term expression of the reporter gene, which may interrupt and mutate a gene.
Unintegrated plasmids generally express the transgene for only a short period of time. Expres-
sion of the transgene is mosaic in Fo animals but they pass on expression of the integrated gene
in their offspring. (Also see color plate.)



including a splice-acceptor site ahead of the reporter gene, the reporter will be
expressed even when the gene-trap lands in an intron. Alternatively, a poly(A) trap
vector may have its own promoter, but lack a 3�-poly(A) addition sequence. The pre-
mRNA that is made will be unstable and not lead to detectable expression of the
reporter unless the 3�-poly(A)-trap lands inside a gene. In this case, a splice donor site
is added behind the reporter to ensure that the mRNA from the vector will be
expressed when it inserts into an intron. Gene-traps and poly(A)-traps must land in a
transcriptional unit for their reporters to be expressed. Expression of the reporter in
the gene-trap theoretically will be the same as the gene into which the trap inserted.
In contrast, expression of the reporter in the poly(A)-trap will depend on the tran-
scriptional regulators that are carried in the vector; expression of the gene may be
constitutive whereas the gene that has been mutated may be highly regulated. An
enhancer trap vector has a complete reporter system, but it lacks transcriptional
enhancers to boost transcription of the reporter to detectable levels. Reporter genes
in enhancer traps can be expressed whether the trap inserts into a gene or in the
neighborhood of a gene. Since the local enhancers will activate the reporter gene in
the same manner as they would the gene with which they are normally associated, the
enhancer-trap theoretically has the same expression profile as the gene in which or
next to which it inserted. This type of vector may not mutate the genes into which it
inserted, but it can indicate the presence of transcriptional enhancers in the region into
which it integrated and thereby identify a transcriptional unit. Further combinations
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Figure 24.10. Trap vectors are schematized. The consequential expression of the reporter
gene is shown for each of the trap vectors. (Adapted from Wadman et al. 2005).



of a gene trap and 3�-poly(A)-trap can be constructed as well. Trap vectors, generally
in transposons, are being employed more extensively over time in model fish species
such as zebrafish (Davidson et al. 2003, Grabher et al. 2003, Clark et al. 2004, Parinov
et al. 2004, Kawakami et al. 2004, Balciunas et al. 2004, Wadman et al. 2005).

Reverse Genetics: Knocking Out and Knocking Down Genes

Forward genetics using random mutagenesis is one way of finding new genes. How-
ever, due to the conservation of function between many, if not most genes, clues of
gene function can be gained in one organism for application in another. In this case,
investigators often want to unequivocally inactivate a gene or abolish its function for
at least a defined period of time. This process is called reverse genetics. There are
general methods of reverse genetics: inactivating a specific genetic locus by homolo-
gous recombination or inactivating expression of the gene by blocking its mRNA.
These strategies are discussed below.

Gene Knockouts

The standard for this procedure has been well established in mice (Carlson and
Largaespada 2006). Genes can be knocked out by homologous recombination in
embryonic stem cells to mutate a particular genetic sequence that is precise to the bp.
Following selection for a stem cell with the desired mutation, a culture is grown for
introduction into an embryo to obtain an animal with a specific mutation. Recombina-
tion of an integrating DNA sequence into a homologous sequence occurs at a very low
rate in mammalian cells, about 10�6 to 10�7 (Mansour et al. 1988). Hence, there must
be a selection for such rare events. As shown in Figure 24.11, by flanking a selectable
marker by several kb of DNA sequence on each side, a specific insertion can be
obtained in a specific gene. The heterozygous animal that emerges, sometimes, can be
outbred and those progeny then crossed with each other (Figure 24.7) to obtain
homozygous knockout animals that are deficient in both alleles. The key to using this
technology is having embryonic stem cells that can be transformed with the appropri-
ate DNA sequence for further propagation of the mutated gene. In fish, this has been
an ongoing quest that has only sporadically been achieved in a few cells in culture (Fan
et al. 2006), with or without a recombination aid such as the E. coli RecA protein (Cui
et al. 2003), or in model fish such as medaka (Hong et al. 2004) and zebrafish (Ma et al.
2001) with pluripotent cells. An alternative procedure that is under current develop-
ment is transfer of nuclei from somatic cells, a process that has some problems that
need solving before it becomes a reliable technique (Rhind et al. 2003).

Gene Knockdowns

As in the sport of boxing, a genetic knockdown is not as permanent as a genetic
knockout. Because of the inability to reliably achieve knockouts in vertebrates other
than mice, alternative procedures have been developed to achieve essentially the
same effects. These approaches have concentrated on blocking expression from
mRNA by either enhancing its degradation or blocking its ability to be translated.
Two general strategies have been used. The first is to use natural RNA, interfering
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RNA (RNAi) as an inhibitor of mRNA function. The second is to introduce artificial
oligonucleotides that have essentially the same effect, although they may work
through different mechanisms.

RNAi-Mediated Inhibition of Gene Expression

There are several types of RNA that are referred to in several ways that regulate gene
expression by inducing the degradation of specific mRNAs. This is a result of the merg-
ing of several investigations in plants and animals where processes referred to as post-
transcriptional gene silencing and co-suppression were observed. The unifying concept
was that short RNAs, commonly referred to as RNAi, could block functional mRNAs.
RNAi (interfering RNA), siRNA (silencing RNA), miRNA (microRNAs associated
with binding to the 3� ends of mRNAs), and shRNA (short-hairpin RNA that is a com-
mon source of siRNA) all are processed by the dicer/RISC system to degrade mRNA.
Figure 24.12 shows the basic elements of the dicer/RISC system. Essentially, animal
and even plant cells have a defensive mechanism that recognizes double-stranded
RNA, which is often associated with viral infections. In 1998, Fire and his colleagues
recognized that the presence of antisense RNA as a part of double-stranded (ds) RNA
in cells led to specific inhibition of gene expression in nematodes (Fire et al. 1998). In
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Figure 24.11. Specific inactivation, knockout, of a genetic locus by recombination of a foreign
sequence that is flanked by sequences in the target locus. The inserted sequence generally has a
reporter gene in order to detect its presence. Since the insertion is the result of pairing of the
flanking sequences in the inserted gene, the sequence of the locus with the insert is known
exactly. Consequently, the transcriptional regulators of the targeted locus can be used to
express the reporter gene. In this example the Neo gene is used to exactly replace exon-2 of the
target gene.



the ensuing years, a variety of sources of RNA forming dsRNA were found that led to
the production of shorter, duplex RNA molecules composed of 21–23 nucleotides
per single strand that had protruding 3� ends (Figure 24.12). Dicer is the RNaseIII-
like enzyme that cleaves dsRNA into the bite-sized, ds 21–23 nucleotide segments.
Denaturation of the dsRNA into single strands allows them to bind to comple-
mentary sequences on mRNAs to form base paired RNA structures that are recog-
nized by RISC (RNA-induced silencing complex). All of the various short RNAs
mentioned above regulate mRNA expression through the common Dicer-RISC
pathways.

RNAi-based knockdown strategies have been the subject of thousands of papers.
Yet, despite successes in lower animals such as nematodes (Fraser et al. 2000, Gönczy
et al. 2000) their track record in vertebrates (e.g., Ngo et al. 2006) is mixed. In particu-
lar, RNAi has not been effective in fish for reducing gene expression to the point that
gene function is compromised. As shown in Figure 24.13, there is enormous variation
in the residual level of gene expression that depends on the particular RNAi
sequence. Moreover, both functional genomics (Sumanas and Larson 2002) and gene
therapy (Hackett et al. 2004) studies have shown that as little as 1–5% normal activity
of many genes is sufficient for nearly normal activities; that is, it is extremely difficult
to score an abnormal phenotype unless the expression of a gene is reduced by greater
than 98%. This is rarely achieved in vertebrates with RNAi strategies because high
expression of RNAi leads to off-target effects. When RNAi levels are sufficient to
block more than 95% expression of a targeted gene in vertebrates, often expression of
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Figure 24.12. Production of RNAi to inhibit mRNA expression. Double-stranded RNA
(dsRNA) from same source, top line, is recognized by the Dicer enzyme and cleaved
into shorter, dsRNA segments of 21–23 bp with protruding 3�-ends. The strands of the short
dsRNA then can denature and reanneal to a complementary sequence on an mRNA (double
bar lines), which upon recognition by RISC will lead to mRNA degradation. (Also see color
plate.)



450 Analysis of Genome Expression and Function

Figure 24.13. Examples of RNAi-mediated reduction in gene expression with respect to dif-
ferent RNAi sequences targeted to the same mRNA. The dashed line indicates the minimal
threshold below which gene expression must be reduced for a visible phenotype. Relative
expression of four genes, A-D, are shown following treatment with various RNAi sequences
(numbers); wild-type (WT) is normalized to 100% for each gene.

other genes is also affected (Jackson et al. 2004, Behlke 2006). Consequently, few
gene functions in vertebrate animals, including fish (Zhao et al. 2001), have been
discovered using RNAi techniques. As a result, alternative methods of blocking
expression from mRNA have been developed that make use of modified oligonu-
cleotides. Nevertheless, there remains intensive effort to find methods that will
achieve effective knockdown of gene expression for functional genomics using RNAi-
based approaches. This is because RNAi can be synthesized from expression
cassettes, notably in the form of precursor shRNAs. This allows a continued presence
of the inhibitory RNA over a prolonged period or, alternatively, in selected cell
types as a result of appropriate selection of promoters that direct the synthesis of the
RNAi.

Oligonucleotide-Mediated Inhibition of Gene Expression

RNA: DNA hybrids rarely exist except transiently during DNA transcription in the
nucleus and during infection by viruses in the cytoplasm. As a defense against viral
infection, vertebrate cells have an RNaseH activity that degrades the mRNA associ-
ated with DNA (Figure 24.14). Although single-stranded cDNAs are effective, they
are not stable and will be degraded over time. Consequently, a number of other mod-
ifications to oligonucleotide structure were developed that concentrated on their sta-
bility in the cell, the stability of the duplex, their abilities to mobilize RNaseH
activities, and their ease of synthesis (reviewed in Freier and Altmann 1997). Oligonu-
cleotides with unusual structures such as having a peptide linkage (peptide nucleic
acids [PNA]) or altered ring structures so that they were not classical nucleic acids
have been employed.

In addition to directing the cleavage of a population of mRNAs, there is an alter-
native strategy for inhibiting expression that involves blocking either the formation or
translation of a targeted mRNA. Morpholino phosphorodiamidate oligonucleotides



(PMO), as shown in Figure 24.15, are particularly useful for this method of gene
knockdown. PMOs have a 6-member morpholine ring that replaces the 5-member
ribose/deoxyribose rings in normal nucleic acids and the linkage between the bases,
which remain the same, is a neutral phosphorodiamidate in which the slight positive
charge on the nitrogen balances the slight negative charge on the oxygen in contrast to
the phosphodiester backbone of DNA that is negatively charged. The consequence of
these changes is that the PMOs can distribute throughout cells (Nasevicius and Ekker
2000). Because of their unusual structure, PMOs do not elicit an RNaseH attack on
the mRNA to which they bind. Rather, they act as steric blocks to preinitiating riboso-
mal subunits in the cytoplasm as well as to the splicing enzymes in the nucleus to block
either translation or proper processing of pre-mRNAs (Sumanas and Larson 2002).
For this to happen, a 21-base PMO must be properly designed to blanket the initiating
AUG codon (Figure 24.16) or equivalently a splicing donor or acceptor site. Most
applications of PMOs are to block translation since in some circumstances alternative
splicing can generate families of proteins from single genes. In general gene expres-
sion using PMOs is reduced more than 98% at doses that are nontoxic, which leads to
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Figure 24.14. RNase H-mediated cleavage of mRNA segments (red lines) base paired to a
DNA sequence (blue lines).

Figure 24.15. Comparison of structures of two bases (B) linked by a phosphodiester linkage
that is normally found in DNA (right) and a morpholino phosphorodiamidate (PMO) linkage
(left).



observable phenotypes at a much higher rate than with RNAi-based strategies. The
resulting phenotype from treatment of an embryo or animal with a PMO is called a
morphant, in parallel with the term mutant that results from a mutation.

PMO-based gene knockdown has been used extensively in zebrafish, but less so in
other fish. This is due to the relatively short effective lifetime of the morpholino,
which although it is not degraded, is lost by excretion just as any normal cellular
metabolite. PMOs have an effective lifetime of about 4 days, although some functions
out to 8 days have been reported. Because zebrafish develop most of their basic
organs within this period, many developmental functions can be studied using PMOs.
However, adult or later onset functions cannot easily be blocked using PMOs. For
those early functions that can be addressed by PMOs, they represent an extremely
rapid, cost-effective method for determining the effects of blocking a particular
gene’s function in vivo.

Nevertheless, PMOs and all other artificial oligonucleotide-based inhibitory
strategies have the same limitation, an inability to be delivered to every cell of target
organs in an older animal. This is a serious drawback and explains the ongoing desire
to develop a method that will allow synthesis of an inhibitor that will be able to reduce
gene expression by more than 98% without off-target effects.

Dominant-Negative Inhibition of Gene Expression

An alternative forward genetics approach to block expression of a targeted gene is
to construct a protein that will interfere with the targeted protein. Dominant nega-
tive proteins, first observed as a consequence of antimorphic mutations, act antago-
nistically to the product of the natural gene (Hudson et al. 2002). For example,
modification of a signaling protein that interacts as a dimer with receptors on the cell
surface can block dimerization but not binding. This protein will compete with the
natural signaling protein and reduce signaling rates. This strategy is useful only when
a substantial amount of information is available for the gene. It has not been widely
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Figure 24.16. Mechanism of action of PMOs and an example of a PMO directed against
VEGF in zebrafish. The top row of figures shows normal 48-hour zebrafish embryos with nor-
mal vascular that is highlighted by the fluorescence in the blood vessels (right side). The heart is
tucked under the head and the blood is distributed throughout the embryo in the vasculature.
The bottom row of figures shows 48-hr VEGF Morphant embryos with a grossly enlarged heart
and pooled blood (in the left image). The vasculature is not developed. The embryo is alive and
can be subjected to further studies. (Also see color plate.)



employed in functional genomics studies, but it is a feasible approach for fine-tuning
an understanding of gene interactions.

Over and Ectopic Expression of Genes

The loss-of-function techniques described in the previous sections are relatively difficult.
Gene knockouts are extremely difficult and unreliable in all vertebrates except mice, and
inhibition by RNAi-based or modified oligonucleotide-based strategies have problems
of (1) efficient delivery, (2) enhanced stability, (3) minimization of off-target sites, and
(4) identification of sensitive sites in the target RNAs. These problems are acute in their
applications to larger fish and other animals. Hence, an alternative approach to investi-
gating gene function has been used, such as gain-of-function or over-expression of
genes to determine their effects on physiological and developmental processes. Over-
expression strategies have the advantage that they rely on a substantial body of knowl-
edge and can be controlled by the investigator. In general, gain-of-function genetic
screens also require delivery of the DNA construct to 1-cell embryos or ES cells in
order to obtain animals with the desired phenotypes, although proceeding through a
3-generation screen is not necessary because homozygosity of the additional genetic
unit is not necessary (e.g., Pritsker et al. 2006). Their drawback is that determining
the functions of genes from over-expression studies is more difficult than from 
knockout/knockdown studies because of the background effects of the endogenous
gene(s). Many times over-expression has no obvious consequence to the phenotype.

There are several strategies for over-expression that can be employed. These
include over-expression of a gene product from (1) delivery of the mRNA, a very direct
but very transient method that is only good in 1-cell embryos because of the problem of
delivery, (2) delivery of expression vectors on extra-chromosomal plasmids, and (3)
delivery of integrating vectors such as viruses and transposons, which were discussed
earlier in the Insertional Mutagenesis section, that direct integration of the transgenic
construct and thereby allow prolonged expression of the transgene. Transgenic fish
have been extensively reviewed (e.g., Hackett and Alvarez 2000, Zbikowska 2003). The
important conclusions from most of the studies prior to 2000 came from generally
transient expression from unintegrated genes or integrated plasmids whose prokary-
otic origins were recognized by the host cells, which would methylate and otherwise
shut down expression of the transgene. The most important finding was the high con-
servation of regulatory motifs in fish and other vertebrates, this was found early from
the intensive investigations of the �-actin gene in carp compared to the homologous
gene in land vertebrates (Liu et al. 1990a, 1990b, 1990c; Liu et al. 1991). This is ex-
tremely important because it means that expression cassettes based on mice and other
thoroughly studied vertebrates can be used in fish, with the obvious understanding that
all such assumptions must be tested because exceptions to the rule occur.

The early transgenic studies were of three sorts:

1. delivery of one of a very few genes, such as those encoding growth hormones and
antifreeze proteins, into fish of commercial importance

2. delivery of fluorescent protein reporter genes into model fish such as zebrafish to
test transcriptional regulatory motifs or to act as gene traps, as discussed earlier

3. delivery of genes involved with vertebrate development into model fish for basic
studies of physiology

Functional Genomics 453



Most of these studies involved strong, promiscuous enhancer/promoter expression
cassettes that led to ectopic expression of the transgene in most tissues. Use of such
promoters rarely allows detailed investigation of gene function because if the level of
gene expression is important to the phenotype, the animal is likely to fail over the
course of development.

Consequently, ongoing studies and those in the future will employ tissue-specific
promoters or genes whose expression can be controlled by regulated deletion of the
promoter. Because the chromosomal sites of vector integration cannot be controlled
at this time, expression of transgenes can be influenced by enhancers and silencers
that are close to the integration site. As a result, an alternative method of regulating
gene expression is to use a recombination system such as FLP/FRT or Cre/loxP
(O’Gorman et al. 1991, Bunting et al. 1999) that have been enormously successful in
mice. The Cre/lox system functions in zebrafish (Pan et al. 2005). Accordingly, a Cre
recombinase gene can be put behind an inducible promoter to achieve temporal
expression, or behind a tissue-specific promoter to achieve spatial regulation of
expression. Cre recombinase will delete DNA sequences that are flanked by 34-bp
(two 13-bp inverted repeats separated by 8 bp) lox sequences. Thus, Cre-mediated
recombination can remove a sequence that is flanked by lox sites by recombination in
order to activate the sequence by removal of a spacer sequence between a gene and its
promoter or inactivate a gene by removing its promoter if flanked by lox sequences
(Figure 24.17). The deletion of the floxed sequence (sequence flanked by lox sites)
can be controlled by placing the Cre gene behind an inducible promoter. For regula-
tion of expression in the whole animal, the tetR system of Gossen and Bujard (1992)
can be used wherein a metabolite such as doxycycline is injected or otherwise deliv-
ered to the animal or a tissue. Alternatively, the Cre gene can be placed behind a nat-
urally regulated promoter, such as that for prolactin, etc. These tools are under
development in fish and are being refined in mammalian model systems such as mice
and rats.

Future Directions

At the beginning of this chapter we noted that the goals of functional genomics are to
better understand the roles of elements of the genome that directly or indirectly affect
the functioning of an organism. We have seen that high throughput methods are avail-
able to investigators to examine gene identities and their roles in physiological
processes. However, there remains a need to develop methods for inactivating genes
in fish (and other vertebrates) if a clear understanding of all genes is to be achieved.
In particular, the efforts to obtain embryonic stem cells, or equivalent multifated pro-
genitor cells, are important goals for the future.

For all vertebrates, we have just begun to elucidate the detailed genetic pathways
of development in multicellular animals. Such efforts have been initiated in nema-
todes and other invertebrates that have a few hundred, well-defined cells (Davidson
and Erwin 2006, Zhong et al. 2006). In vertebrates where the numbers of genes are
significantly larger and the number of differentiated cell types is greater, alternative,
computationally driven approaches for determining genetic interactions are being
developed. These include the systematic identification of regulatory modules that
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distinguish elevated from inhibited expression in the corresponding mRNAs to reveal
synergy between cis-regulatory modules and explain large-scale tissue-specific differ-
ential expression (Smith et al. 2006). For instance, already distinct genetic interac-
tions between multiple vascular endothelial growth factor (VEGF) receptors have
been found that are required for development of different blood vessel types in zebra-
fish (Covassin et al. 2006). As bioinformatics tools are enhanced along with our abili-
ties to deliver a variety of genetic expression cassettes for over-expression as well as
blocking expression, our rates of understanding the basic physiological pathways in
various species will increase. The relatively short history of functional genomics has
shown us that there will be ever more routes, yet to be found, to take to achieve
our goals.
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Figure 24.17. Use of the Cre/lox recombination to (A) activate gene expression or (B) inhibit
gene expression. Two fluorescent reporter genes are shown. (A) The floxed GFP expression
cassette separates the promoter (P) from the mRFP gene, which consequently is not expressed.
Cre-mediated recombination leaves only a single loxP site between the promoter and mRFP
gene, which then can be expressed. (B) The promoter is floxed and upon induction of Cre, the
promoter is removed thereby keeping the mRFP gene from being expressed.
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Chapter 25
DNA Sequencing Technologies

Zhanjiang Liu

An understanding of the organization, expression and function, and evolutionary
history of the aquaculture genomes requires knowing their primary structure—the
linear order of the nucleotide base pairs of the genomes. Currently, demand for low-
cost sequencing far outstrips what existing sequencing technology can provide. New
sequencing technologies must be developed to dissect genomes of species with
relatively small research communities.

DNA sequencing technology fundamentally reshaped the field of biology. It has
been one of the largest driving forces in the genomics revolution. In the last 30 years,
sequencing capacity has dramatically increased, while the cost of sequencing has been
drastically reduced (Figure 25.1). However, the principles behind the various
sequencing platforms have remained the same, relying on Sanger’s dideoxy chain
termination sequencing technology.

Back in the 1970s, two methods were independently developed for DNA sequencing.
One method was developed by an American team, and the other, by an English team.
The Americans, led by Maxam and Gilbert, used a “chemical cleavage protocol,”
while the English, led by Sanger, used an enzymatic protocol involving the use of
nucleotide analogues for incorporation into DNA, which terminates the growing

Figure 25.1. The trend of DNA sequencing capacity and cost. The figure is adopted from the
Human Genome Project Information Web site (http://www.ornl.gov/sci/techresources/Human_
Genome/research/instrumentation.shtml).
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chain of DNA synthesis. Even though both teams shared the 1980 Nobel Prize,
Sanger’s method became the standard because of its practicality, while Maxam-
Gilbert’s chemical method has become obsolete and is no longer used for large-scale
DNA sequencing.

In addition to these two major sequencing strategies, several emerging sequencing
technologies are showing great promise. In particular, the 454 sequencing and the
Solexa sequencing platforms, both based on the principles of sequencing by synthesis,
are gaining momentum currently, and may meet increasing sequencing demand while
reducing the cost. In this chapter, we will review the principles of sequencing tech-
nologies that brought us where we are today, and also study the potential of new
sequencing technologies that may meet the demands of future genome sequencing.

Sanger’s dideoxynucleotide chain termination method 
(the enzymatic method)

Sanger’s method, also referred to as the dideoxynucleotide chain termination
method, is based on the use of dideoxynucleotides (ddNTP) in addition to the normal
nucleotides (dNTP) found in DNA. There are two key elements to Sanger’s sequenc-
ing method: first, the discovery and application of nucleotide analogs; and second, a
balanced proportion of dNTPs and their analogs ddNTPs in such a way that the chain
termination occurs randomly at each base position creating a ladder representing
each base being synthesized during DNA chain elongation.

dNTPs are building blocks of DNA. The ddNTPs are analogs of the dNTP that are
essentially the same as nucleotides except they contain a hydrogen group (H) on the
ribose 3� carbon instead of a hydroxyl group (OH). Because they are the structural
analogs of dNTPs, they can be used as substrates by DNA polymerases to be incorpo-
rated into DNA. ddNTPs, once incorporated into DNA, prevent the addition of fur-
ther nucleotides because of their lack of a hydroxyl group at the 3� of the DNA
complex, leading to the termination of the DNA chain. If we suppose that only dNTPs
are used for a synthesis reaction, the DNA chain would be synthesized continuously
as long as the template and substrate exist. In contrast, if only ddNTPs are used, the
DNA chain would be terminated at the first base when a dideoxynucleotide is incor-
porated. The key to Sanger’s method is to use a proper proportion of dNTP and
ddNTPs so that a ladder is created representing DNA chains terminated at every base
position during DNA synthesis.

Historically, Sanger’s method required the preparation of a single-stranded tem-
plate from the DNA to be sequenced. This requirement was demanded by the DNA
polymerase used for sequencing DNA. DNA polymerases all have a couple of impor-
tant requirements for their polymerase activities: first, DNA polymerases require a
template to copy from; second, they require the presence of a primer annealed to the
template with the remaining portion of the template single-stranded so the DNA
chain can be extended from the primer. When these conditions are present,
DNA polymerase can synthesize DNA with a proper buffer system and in the pres-
ence of dNTPs.

The preparation of single-stranded templates was a great challenge back in the
1970s and the early 1980s. Use of the single-stranded phage M13 led to the innovation
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of technology for the production of single-stranded templates. A group of scientists
headed by Dr. Joachim Messing identified a region in the M13 that was required for
the packaging of the M13 single-stranded DNA within the intergenic region (Messing
et al. 1977). This discovery led to the development of a series of pUC cloning vectors
(such as pUC118 and pUC119) aimed at production of single-stranded templates
from cloned DNA. The most popular plasmid vectors used today all contain the inter-
genic region for the production of single-stranded DNA.

The discovery of thermostable DNA polymerases such as Taq DNA polymerase,
and, thereafter, the invention of polymerase chain reaction (PCR) in 1986 completely
eliminated the need for the production of single-stranded DNA. In a typical PCR
reaction, the double-stranded DNA templates are denatured using heat. The dena-
tured single-stranded DNA is annealed with the sequencing primer, and the primer is
extended by the Taq polymerase. Based on the principles of PCR and sequencing, the
cycle sequencing procedures were developed to sequence DNA using a double-
stranded DNA template.

A typical cycle sequencing reaction contains several steps. Before the DNA can be
sequenced, it has to be denatured into single strands using heat. Next, a primer is
annealed to one of the template strands. This primer is specifically designed so that its
3� end is located next to the DNA sequence of interest. Most often, the sequencing
primer is designed based on the cloning vector at a region immediately outside of the
poly-cloning sites. Typical sequencing primers are the T3 and T7 primers used with
pBlueScript cloning vectors, or T7 and Sp6 sequencing primers used with pGEM
cloning vectors. To detect the randomly terminated sequencing ladder, the sequenc-
ing primer or one of the nucleotides should be radioactively or fluorescently labeled.
To illustrate the procedures of sequencing, let us use the classical sequencing reac-
tions as an example. In a typical four-lane sequencing reaction, once the primer is
annealed to the DNA, the solution is divided into four tubes labeled “A,” “C,” “G,”
“T” and then reagents are added to these samples as follows:

• “A” tube: all four dNTPs, ddATP, and DNA polymerase
• “C” tube: all four dNTPs, ddCTP, and DNA polymerase
• “G” tube: all four dNTPs, ddGTP, and DNA polymerase
• “T” tube: all four dNTPs, ddTTP, and DNA polymerase

As the DNA is synthesized, nucleotides are added on to the growing DNA chain by
the polymerase. However, remember that the reaction is using a population of mole-
cules in large numbers. On occasion, a proportional number of molecules incorporate
a dideoxynucleotide into the chain in place of a normal nucleotide, resulting in a
chain termination. Recall that we had four separate reactions for A, C, G, and T,
respectively. In the reaction labeled “A,” chain termination products should generate
products terminating at positions with A (at the template positions containing T).
Very similarly, in the reactions labeled “C,” “G,” and “T,” newly synthesized DNA
segments should be terminated at positions with C, G, and T, respectively. The
sequencing ladder is resolved by denaturing polyacrylamide electrophoresis on a
sequencing gel (Figure 25.2).

Although four-lane sequencing is still used by several platforms such as automated
sequencers from LI-COR, the availability of fluorescent labels has allowed the devel-
opment of single-lane sequencers, which increase sequencing efficiency at least four-
fold. The sequencing platforms used by ABI automated sequencers such as ABI
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PRISM 3730 XL or 3130 XL, are all single-lane sequencing using BigDye labeling.
The sequencing principles of single-lane sequencing are exactly the same as four-lane
sequencing except that each dideoxynucleotide is labeled with a fluorescent dye with a
different wavelength of excitation and emission so that they can be mixed in the same
labeling reaction. The labeled fluorescent products are separated on a sequencing gel
and subsequently detected by appropriate laser detectors.

Each sequencing reaction has a limited read length on sequencing gels, usually
around 300–500 base pairs (bp). During the early days of sequencing, the ability to
sequence long stretches of DNA depended on the development of nested overlapping
clones allowing the entire DNA segment to be sequenced because the cost of oligonu-
cleotide synthesis was very high at that time (as high as $30 per base). A number of
methodologies for the production of nested clones were then developed (e.g., Ander-
son 1981, Henikoff 1984, Dale et al. 1985, Liu and Hackett 1993). Because these
methodologies are no longer in use for sequencing today, these are only mentioned
here as a part of the history of sequencing.

The primer walking approach is routinely used to completely sequence a long seg-
ment of DNA. Starting in 1994, primer synthesis costs reached a level of $1 per base
from a historical high of $30 per base, and continued technological advancements
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Figure 25.2. Principles of Sanger’s dideoxynucleotide chain termination sequencing. Single-
stranded template is annealed with a sequencing primer. After the dNTP and ddNTP mix is
provided to the reaction containing DNA polymerase with proper buffer, synthesis of the new
strand of DNA starts by primer extension. The incorporation of dideoxynucleotide (* in the fig-
ure) into DNA terminates the growing DNA chain, creating a sequencing ladder at each base
position, depending on the base to be incorporated.



since then have allowed further reduction in the cost of primer synthesis. Lower
primer costs meant that primer walking for sequencing a long segment of DNA could
be cost effective. The primer walking method uses a previously generated sequence
for the design of an additional primer for continued sequencing (Kim et al. 2000). The
cycle of sequencing primer design followed by sequencing is continued until the
desired segment of DNA is completely sequenced. Although cost effective, primer
walking is slow when applied to very large pieces of DNA. In these cases, a shotgun
sequencing approach is used, and complete sequences are then assembled by overlap-
ping the generated sequences. This approach will be further discussed in the next
chapter, Sequencing the Genome.

Maxam-Gilbert sequencing method

The Maxam-Gilbert sequencing method is no longer used for large-scale DNA
sequencing, therefore, it is only briefly described here as a part of the historical
perspective. This chemical cleavage method involves modification of the bases in
DNA followed by base-specific cleavage using chemicals.

The Maxam-Gilbert sequencing method starts with double-stranded DNA. Most
often, the DNA to be sequenced is radioactively labeled by attaching a radioactive
phosphorus (32P) group to the 5� end, using a polynucleotide kinase enzyme and �-
32P-ATP. Through exchange reactions of the polynucleotide kinase, the �-32P is trans-
ferred to the DNA molecule. The next step is to separate the strands of DNA. The two
strands of the DNA are separated by treatment with dimethyl sulphoxide and heating
to 90°C before being purified by electrophoresis. The third step is to conduct chemical
modifications. The single-stranded sample is split into four separate samples, and each
is treated with one of the cleavage reagents. This step involves alteration of bases. The
four reactions follow: (1) G only, treated with dimethylsulphate (DMS); (2) A + G,
treated with DMS plus formic acid; (3) C only, treated with hydrazine in 1.5M NaCl;
and (4) C + T, treated with hydrazine. After base modifications, all modified bases are
cleaved with piperdine. The cleavage products are electrophoresed on a polyacry-
lamide denaturing gel in four separate lanes with the smallest fragments run fastest.
The sequence is read from the bottom (5�) to top (3�) of the gel.

When first developed, the Maxam-Gilbert sequencing method was thought to have
the advantage of being able to sequence stretches of DNA that could not be
sequenced by the enzymatic method due to high guanine-cytosine (GC) content or
strong secondary structures. However, the toxic chemicals involved and the difficul-
ties of adapting such a method for automation doomed this historically Nobel Prize
winning technique to eventual obscurity.

Pyrosequencing and the 454 sequencing platform

Sequence determination is most commonly performed using the Sanger method.
Decades of technological development and refining of the sequencing platforms made
the dideoxy chain termination method the gold standard in the DNA sequencing
business. All of the genomes sequenced to date including those of bacteria, archeal,
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and eukaryotes (http://www.ncbi.nlm.nih.gov, and http://www.tigr.org) were
sequenced using the chain termination method. However, this technique faces limita-
tions in both throughput and cost for most future applications. Research needs have
changed from sequencing a single human genome, as done in the human genome
project, to sequencing thousands of genomes from groups of people with certain
diseases to provide insight into genetic determinants of for example, cancer, heart dis-
ease, and high blood pressure. Many research groups around the world have put great
effort into the development of alternative principles for DNA sequencing (Ronaghi
2001). Three methods that hold promise are sequencing by hybridization (Bains and
Smith 1988, Drmanac et al. 1989, Khrapko et al. 1989), parallel signature sequencing
based on ligation and cleavage (Brenner et al. 2000), and pyrosequencing (Ronaghi
et al. 1998). Of these, pyrosequencing has emerged as the new sequencing methodol-
ogy closest to being ready for widespread, practical applications. Pyrosequencing
has the potential advantages of accuracy, flexibility, parallel processing, and can be
easily automated. Furthermore, the technique dispenses with the need for labeled
primers, labeled nucleotides, and gel electrophoresis. Because the newly developed
454 sequencing platform is based on pyrosequencing, here let us first introduce the
principles of pyrosequencing.

Pyrosequencing is based on the detection of released pyrophosphate (PPi) during
DNA synthesis. Its principles, procedures, strengths, and weaknesses, as well as
potential applications are discussed in a recent review by Ronaghi (2001). Pyrose-
quencing involves measurement of light generated through a cascade of enzymatic
reactions after each nucleotide base incorporation. Technically, pyrosequencing can
be divided into several steps for the sake of understanding. Step 1, a sequencing
primer is hybridized to a single stranded, PCR amplified, DNA template, and incu-
bated with the enzymes, DNA polymerase, adenosine 5�-triphosphate (ATP) sulfury-
lase, luciferase and apyrase, and the substrates, adenosine 5�-phosphosulfate (APS),
and luciferin. Step 2, the synthesis of the first base by incorporating the needed
nucleotide generates PPi. Pyrophosphate is the natural product of DNA polymeriza-
tion (Figure 25.3). Step 3, PPi is converted by sulfurylase into ATP that reacts with
luciferin to generate light in the presence of luciferase. The light is recorded by a
charge-coupled device (CCD) camera and quantified as pyrograms. Step 4, the last
step of the cascade after the recording of light, is to clear up the system, allowing the
start of sequencing for the second base. This requires the degradation of all existing
nucleotides and ATP by injecting apyrase. The sequential injection of one nucleotide
at a time, coupled to the generation of light when the base is incorporated into the
growing chain of DNA, allows the determination of sequences. The overall reaction
from polymerization to light detection takes place within 3–4 seconds at room tem-
perature. One pmol of DNA in a pyrosequencing reaction yields 6 � 1011 ATP mole-
cules which, in turn, generate more than 6 � 109 photons at a wavelength of 560
nanometers (Ronaghi 2001). When mononucleotide repeats are encountered in the
sequence, the pyrosequencing reaction continuously incorporates the repeated
nucleotide until it reaches a different nucleotide. The light signal produced is propor-
tional to the number of mononucleotides incorporated up to 8 bases. Mononu-
cleotide repeats greater than 8 bp cannot be accurately sequenced by pyrosequencing
(see below).

The theory behind pyrosequencing is sequencing-by-synthesis (Melamede 1985). It
has not been used previously for sequencing because of the technical challenges of
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synchronization of all the enzymatic reactions. Recent progress in luciferase
chemistry and the availability of apyrase and sulfurylase have contributed to the tech-
nological advances toward the application of pyrosequencing as a sequencing
strategy. However, pyrosequencing still faces great challenges in several areas
(Ronaghi 2001). An inherent problem with the described method is de novo sequenc-
ing of polymorphic regions in heterozygous DNA material. In most cases, it will be
possible to detect the polymorphism. If the polymorphism is a base substitution, it will
be possible to obtain a synchronized extension after the substituted nucleotide. If the
polymorphism is a deletion or insertion of the same nucleotide (e.g., AAAAAAA
versus AA) as the adjacent nucleotide on the DNA template, the sequence after the
polymorphism will be synchronized. However, if the polymorphism is a deletion or
insertion of another type of nucleotide, the sequencing reaction can become out of
phase, making the interpretation of the subsequent sequence difficult. If the polymor-
phism is known, it is always possible to use programmed nucleotide delivery to keep
the extension of different alleles synchronized after the polymorphic region. Another
problem is the difficulty in determining the number of incorporated nucleotides in
homopolymeric regions, due to the nonlinear light response following incorporation
of more than 5–8 identical nucleotides. Finally, but most importantly, pyrosequencing
must overcome the problem of short read lengths. Currently, between 100–200 bp can
be generated using pyrosequencing-derived sequencing technologies. For genome
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sequencing and genome sequence assembly, long reads are definitely desirable. In
spite of these inherent problems, pyrosequencing technology has recently been devel-
oped into a new sequencing platform called “454 sequencing.” The platform has the
potential to revolutionize genome sequencing, providing higher throughput and sig-
nificantly lower costs than current standards.

The 454 sequencing platform

454 Life Sciences has developed a revolutionary technology, producing tens of
millions of raw bases per hour on a single instrument. Many biologically meaningful
and complex regions of genomes can be analyzed with this system without the time or
cost constraints of current DNA sequencing methods. Through this technology, 454
Life Sciences provides an enabling solution for ultra-high-throughput DNA sequenc-
ing (http://www.454.com/). As only limited information is available at this time from a
publication in Nature (Margulies et al. 2005), I will briefly describe the 454 sequencing
principles and processes here based on the available information.

The 454 sequencing platform is based on the principles of pyrosequencing and uses
microfabricated high-density picolitre reactors (Margulies et al. 2005, Figure 25.4).
No cloning is necessary for 454 sequencing, and thus certain terms such as DNA
library, etc., have specific meanings here for the description of the 454 sequencing sys-
tem. The clonal DNA used for sequencing is obtained by clonal PCR amplification of
a single molecule in emulsified water-in-oil microreactors. Preparation of the DNA
library consists of a few simple steps. Genomic DNA is fractionated into smaller frag-
ments (300–500 bps) that are subsequently filled in to polished ends (blunted), allow-
ing ligation of adaptors to the genomic DNA for PCR amplification. To prevent
intermolecular ligation of the genomic DNA fragments, the DNA fragments are
dephosphorylated. Short adaptors (A and B) are then ligated onto the ends of the
fragments. After ligation, the gap needs to be repaired, presumably using a DNA lig-
ase. The adaptors provide priming sequences for both amplification and sequencing
of the sample-library fragments. The two adaptors are different. Adaptor B contains a
5�-biotin tag that enables immobilization of one strand of the library onto strepta-
vidin-coated beads. The nonbiotinylated strand is released and used as a single-
stranded template DNA library.

The single-stranded template DNA library is immobilized onto beads carrying short
primers complementary to the Adaptor A sequences by base pairing. The key element
here is attaining the correct proportion of beads to DNA molecules so that only one
molecule is captured by each bead. The beads containing a single molecule of the
single-stranded template are emulsified with the amplification reagents in a water-
in-oil mixture. Each bead is captured within its own microreactor where PCR amplifi-
cation occurs. This results in bead-immobilized, clonally amplified DNA fragments.

The single-strand template DNA library beads are added to the DNA Bead Incu-
bation Mix (containing DNA polymerase) and are layered with enzyme beads
(containing sulfurylase and luciferase) onto the PicoTiterPlate device. The device is
centrifuged to deposit the beads into the wells. The layer of enzyme beads ensures
that the DNA beads remain positioned in the wells during the sequencing reaction.
Due to the size of the wells in relation to the beads, only one bead containing a
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specific clonally amplified genomic DNA segment should be placed into each well of
the PicoTiterPlate device. The loaded PicoTiterPlate device is placed into the “454
sequencer,” the Genome Sequencer 20 Instrument, which performs “pyrosequenc-
ing-like” reactions. See above under Pyrosequencing. Unlike a traditional pyrose-
quencing reaction, hundreds of thousands of beads, each with millions of copies of
clonally amplified DNA, are sequenced in parallel. Each well of the PicoTiterPlate
device is a separate pyrosequencing reaction. If a nucleotide complementary to the
template strand is flowed into a well, the polymerase extends the existing DNA strand
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Figure 25.4. Schematic presentation of the principles of the 454 sequencing platform. (Also
see color plate.)



by adding nucleotide(s). Addition of one (or more) nucleotide(s) results in a reaction
that generates a light signal that is recorded by the CCD camera in the instrument.
The signal strength is proportional to the number of nucleotides incorporated in
a single nucleotide flow. Typically, 200,000 reactions are conducted in parallel in a
single run. Assuming generation of 100 bp by a single reaction, each run should gener-
ate 20 million bp or more of sequence in several hours using a single instrument.
Imagine, this is approximately a 10� coverage of a bacterial genome!

From the above introduction, it is clear that the 454 sequencing platform holds
much potential. The current major problems prohibiting its application for the
sequencing of complex genomes are its relatively short sequencing reads, and difficul-
ties in accurate determination of homopolymeric run in the DNA. The short reads
complicate genome sequence assembly, while the inability to determine the number
of bases within a long homopolymeric run prohibits accurate sequencing of genomes.
These problems are more significant for complex genomes with high levels of repeat
structure. However, the technologies’ high throughput and low costs are very attrac-
tive, especially for aquaculture species. As the technology is perfected to minimize
these drawbacks, the 454 sequencing platform will show even greater promise.

The Solexa sequencing platform

Solexa’s core technology, the Clonal Single Molecule Array™ technology, allows
simultaneous analysis of hundreds of millions of individual molecules. With its unpar-
alleled data density, Solexa’s platform will dramatically improve the speed and reduce
the cost of a range of genetic analysis applications, including whole-genome rese-
quencing and expression profiling. Although Solexa is developing and plans on
commercializing a new platform based on Sequencing-By-Synthesis (SBS), the
company currently offers a range of expression profiling and small RNA analysis
based on its Massively Parallel Signature Sequencing (MPSS) technology. Both tech-
nologies (MPSS and SBS) leverage massively parallel sequencing of short DNA and
complementary DNA (cDNA) fragments to generate data from millions of fragments
simultaneously. However, by leveraging its Clonal Single Molecule Array™ technology
and reversible terminator chemistry, Solexa’s SBS approach is anticipated to generate
up to 1 billion bases of data per run at costs far more economical than that of MPSS.
Given the data density and economical advantages of SBS over MPSS, Solexa plans on
transitioning its MPSS-based service offerings to SBS. As limited information is avail-
able in published sources, here I introduce some basic concepts of the Solexa sequenc-
ing technology using Web-based information (http://www.solexa.com/).

Solexa’s SBS uses four proprietary fluorescently labeled modified nucleotides.
These specially created nucleotides, which also possess a reversible termination
property, allow each cycle of the sequencing reaction to occur simultaneously in the
presence of all four nucleotides (A, C, T, G). In the presence of all four nucleotides,
the polymerase is able to select the correct base to incorporate, with the natural
competition between all four alternatives leading to higher accuracy than methods
where only one nucleotide is present in the reaction mix at a time, which require the
enzyme to reject an incorrect nucleotide. Sequences where a particular base is
repeated one after another (“homopolymer repeats”) are dealt with as for any other
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sequence and with high accuracy; this avoids the problems of measuring intensity and
deducing how many bases were present in the repeat that are the cause of uncertainty
seen with “one base per reaction” methods, as described above with the 454 sequenc-
ing platform.

Conclusion

Sequencing technology has been applied in research for 30 years. Although multiple
sequencing strategies have been invented during this time, Sanger’s sequencing
strategy has been used for sequencing all the genomes to date. Decades of optimiza-
tion, refining, and streamlined operations have allowed Sanger’s method to be
applied on an industrial scale at a reasonable cost for worldwide mutual efforts such
as the Human Genome Project. However, the genome projects of most eukaryotic
and prokaryotic species have no worldwide interest. In addition, interest in the
biomedical community has shifted from obtaining a single human genome sequence
to comparing thousands of human genomes in the context of susceptibility to cancer,
heart disease, diabetes, high blood pressure, and so on. The current sequencing tech-
nologies cannot meet these tremendous sequencing demands with current levels of
research funding. Even though the cost of sequencing has been reduced by at least
100 times in the last decade, sequencing a genome of a comparable size to the mam-
malian genomes still takes $10 million or more using current sequencing technology.
This price tag is too expensive for individual human genome sequencing and far too
expensive for the underfunded aquaculture community. Current sequencing costs
need to be reduced another 100-fold before genome sequencing can become routine.
Emerging sequencing technologies such as 454 sequencing and Solexa sequencing
have the potential to meet these demands. Aquaculture genome sequencing requires
high efficiency and low cost, because we have a small research community. Hopefully
the emerging sequencing technologies will become mature soon to provide low-cost
and high-quality sequencing. With the current state of technology, 454 sequencing
and Solexa sequencing would allow the entire genomes of many fish species to be
sequenced for less than $1 million. Although genome sequence assembly may be
difficult with current read lengths, it may be possible to anchor “thousands of sequence
islands” created by 454 sequencing or Solexa sequencing onto well-developed physi-
cal and genetic maps, which may prove to be sufficient for agricultural research
objectives.
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Chapter 26
Sequencing the Genome

Zhanjiang Liu

Genome sequencing literally means completely sequencing the entire genome so that
all genome bases and their locations are known. It is the process of determining the
exact order of the nucleotide bases making up the complete set of chromosomes of the
genome. Because DNA sequencing is routine, genome sequencing appears intuitively
very straightforward, as if 1,000 base pairs (bp) can be completely sequenced in a single
run in a single lane, a genome of 1 billion bps would take 1 million lanes, and because
the current automated sequencers can load 96 samples per run, to sequence the entire
genome would appear to require only 10,416 runs. Although these intuitive numbers
are correct for a 1� genome coverage, completely sequencing a genome is more com-
plex than it appears to be. First, we know that a sequencing run can determine
sequences from a short segment, usually approximately 1,000 bp, with shorter quality
sequences. As we discussed in the sequencing technology chapter, sequencing of
longer segments of DNA requires generation of nested overlapping clones, or primer
walking. It is not practical to generate nested clones covering the entire genome, nor is
it practical to sequence the entire genome using primer walking. Many genomic
regions would be highly repetitive prohibiting direct sequencing. Second, genomic
DNA cannot be handled in its entire length with its in situ state of chromosomes
because sequencing requires a large number of molecules synchronized at the primer
binding site. Genomic DNA is typically broken into tens of thousands of random seg-
ments of approximately 100–200 kilobase (kb) during DNA isolation from cells due to
shearing. Third, from the prospect of project management, sequencing a whole
genome also poses special challenges that demand special approaches and strategies.

Strategies for Whole Genome Sequencing

Three strategies have been used for sequencing genomes with large sizes such as
those of the mammals: the whole genome shotgun (WGS), the hierarchical shotgun
(the bacterial artificial chromosome [BAC] clone-by-clone approach), and the hybrid
approach of the two. These strategies, however, were all developed based on the cur-
rent sequencing technology using the Sanger’s dideoxy chain termination method.
The adoption of emerging sequencing technologies could lead to the development of
new strategies for genome sequencing. We will first introduce the traditional strate-
gies for genome sequencing, and then follow up with strategies on the horizon.

Whole Genome Shotgun (WGS)

Initially, two general strategies for sequencing a complete genome were used: the
shotgun sequencing and the clone-by-clone sequencing. WGS sequencing shears
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genomic DNA into randomly small pieces that are cloned into plasmids and
sequenced on both strands. When the sequences are obtained, they are aligned and
assembled into draft sequences using bioinformatic tools (Figure 26.1).

The WGS sequencing is generally conducted by construction of shotgun sequenc-
ing libraries with different insert sizes. Most typically, the WGS is facilitated with
BAC libraries, cosmid libraries, and plasmid libraries. BAC libraries typically have
large inserts of 100–200 kb. Cosmid libraries hold intermediate insert sizes of approx-
imately 40 kb. Plasmid libraries used for WGS vary between 2 and 8 kb, but most
often are around 4 kb. Sequences generated from the large insert BAC libraries serve
as large anchoring islands for sequence assembly and clone orientation; sequences
generated from the intermediate insert cosmid libraries serve as smaller anchoring
islands for sequence assembly; and the small insert plasmid libraries provide high
genome coverage allowing complete sequencing of the genome. The use of large and
intermediate insert libraries is very useful for genome assembly, especially for regions
with highly repetitive sequences. That is because the BAC clones used for the genera-
tion of sequences are also located on the physical map constructed by BAC-based
contig construction using restriction fingerprinting. The physical map information
would serve as anchoring points of where the sequences are physically located, avoid-
ing mistaken assembly based just on sequence overlaps within the repetitive region.
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Figure 26.1. Schematic presentation of the whole genome shotgun sequencing strategy.
Genomic DNA is sheared into small segments and sequenced. After sequencing, sequences are
assembled into continuous sequence elements (contigs) based on overlapping. Note that usu-
ally a 6–10� genome coverage is required for the assembly of the genome, depending on the
level of repetitive elements of the genome. This strategy was used by Celera for sequencing of
the human genome.



The key element of whole genome shotgun sequencing is to provide more random
libraries with increased coverage, representing the entire genome. In order to be sure
of entire genome representation, various tricks can be applied including the above-
mentioned libraries with various sizes, the use of various fragmentation methodolo-
gies such as shearing, partial restriction digestion, and cloning into high and/or low
copy number vectors.

The shotgun method is faster and less expensive, as compared with the hierarchical
shotgun sequencing. However, it poses greater challenges for genome sequence
assembly since there is no guiding “island” of sequences as there is with the clone-by-
clone approach. It is more prone to errors due to erroneous assembly of the entire
genome sequence. This is particularly true in genomic regions where repetitive ele-
ments are rich, often leading to the over-condensation of the genome sequence with
repeats underrepresented due to mistaken assembly. WGS strategy is therefore more
adaptable to sequencing of the relatively small genomes, and those with simple repeat
structures. However, due to its speed and relatively lower costs, it allows a greater
level of genome coverage with the same financial resources.

Hierarchical Shotgun Sequencing (the Clone-by-Clone Approach)

The hierarchical shotgun sequencing strategy is also referred to as the clone-by-clone
strategy of genome sequencing (Figure 26.2). In this approach, genomic DNA is first
cleaved into segments of about 100–200 kb and inserted into BAC vectors. The BAC
clones containing a high level of genome coverage of the genomic DNA are collec-
tively called the BAC library. See Chapter 13 for its construction. BAC libraries are
the basis of physical mapping, as described in Chapter 14, by construction of con-
tigs using restriction fingerprinting. Once the contigs are constructed, the use of
fingerprints, and most often also BAC-end sequences (see Chapter 15), allows the
identification of a set of BAC clones containing the entire genome, but with
minimal overlapping. Such a set of BAC clones is called the minimal tiling path
(MTP), which is defined as a minimally overlapping set of all clones in the
physical map. Each BAC DNA in the MTP is fragmented randomly into smaller
pieces and each piece is cloned into a plasmid and sequenced on both strands. These
sequences are aligned so that identical sequences are overlapping. These contiguous
pieces are then assembled into the finished sequence of the BAC, and the physical
map information and BAC-end sequences are then used to assemble the entire
genome sequence. The assembly of the genome sequence usually requires 5–10�
genome coverage.

The advantage to the hierarchical shotgun approach is its lower level of mistakes
when assembling the shotgun sequences into contigs for the generation of
genome sequence. The reason is that the chromosomal location for each BAC is
known from the physical map, and there are also fewer random pieces to assemble
within each BAC. Also, the complexity of repetitive elements within a single
BAC should be much lower than that for the whole genome. The weakness of this
method is its low speed of sequence generation and its high costs. Once produced, the
genome sequences generated using the hierarchical shotgun approach are regarded
highly in their qualities.
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The Hybrid Approach

Because the whole genome shotgun and the hierarchical shotgun approaches are
complementary to each other in many aspects, using one approach would alleviate the
problems of the other. This gives great motivation for the use of both approaches for
the production of a whole genome sequence. The relative proportion of the two
approaches used in a genome project depends on the genome size, repeat structure of
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Figure 26.2. Schematic presentation of the hierarchical shotgun sequencing strategy.
Genomic DNA is partially digested with restriction enzyme to produce segments of 100–200 kb
that are cloned into the BAC vector for contig construction using fingerprinting. Based on the
fingerprints (and often also the BAC-end sequences), a minimal tiling path (MTP) can be iden-
tified for clone-by-clone sequencing of the genome. Each selected BAC in MTP is further sub-
cloned and shotgun sequenced for the assembly of the sequence of the BAC. The whole
genome sequence is assembled from the complete BAC sequences of the MTP BAC clones.
This strategy was used by the publicly funded Human Genome Project.



the genome, the physical map quality, the availability of BAC-end sequences, and the
availability of the MTP set of BAC clones, as well as financial considerations.

Selection of Minimal Tiling Path Clones

Selecting an MTP is the task of picking a set of minimally overlapping clones that span
an entire contig. Many of the approaches used for picking MTP clones were developed
by the Arizona Genomics Computational Laboratory (http://www.agcol.arizona.edu/),
along with the fingerprinting and construction of BAC contigs software package Fin-
gerPrint Contig (FPC) (Soderlund et al. 1997, 2000). Their Web page provides a rich
source for physical mapping and MTP selection information. Readers interested in the
details are referred to their published papers, as well as to their Web site. I will briefly
introduce the principles for the selection of MTP BAC clones.

Because of inexact coordinates in the Consensus Bands (CB) map, MTP clones
cannot be selected based solely on their positions on the map. Three methods are cur-
rently used for picking MTP clones:

1. The fingerprint method, in which overlaps are determined by examination of the
clone fingerprints and their map position.This method has been used for the selec-
tion of MTP clones for the Caenorhabditis elegans project (Coulson et al. 1986),
and it was demonstrated to be effective. However, the overlapping regions among
the BAC clones were large (e.g., approximately 47.5 kb overlap for the minimal
tiling path picked by the International Human Genome Consortium using this
approach). This is because the fingerprints were produced using 6-bp cutters of
restriction enzyme that cut DNA at a rate of once every 4,096 bp. It requires a large
number of overlapping fragments (usually 10–12) to be statistically significant.
Recently, four-colored fluorescent fingerprinting has been adopted for physical
mapping (Luo et al. 2003), which should greatly reduce the overlapping sizes in the
MTP clones while maintaining statistical significance. This is because in this finger-
printing approach, four sets of fingerprints are used for contig construction. 

2. The BAC-end sequence method. This approach was initially proposed in 1996
(Venter et al. 1996) using BAC-end sequences as tagged sequence connectors. In
this method, BAC-end sequences are first produced (see Chapter 15) as a genome
resource for the genome project. When one BAC clone is completely sequenced,
its entire sequence is aligned to all BAC-end sequences to identify the clones with
minimal sequence overlaps. This approach was found to be very effective in reduc-
ing the overlapping regions of MTP clones. However, false positive clones can be
identified within repetitive element regions. This is because BAC-end sequences
are often short (usually 400–600 bp). When coupled to the relatively low quality
of BAC-end sequences in many species, the likelihood of mistaken identifica-
tion of overlapping sequences is increased, especially within repetitive genomic
environs.

3. The hybrid approach of the two methods. It is clear from the above discussion that
the two approaches of MTP selection use different resources. The first method
involves analyzing the fingerprints of a pair of overlapping clones for shared restric-
tion fragments (bands), and verifying the integrity of the fingerprints of the poten-
tially overlapping pair by matching bands with a spanning and two flanking clones.

Sequencing the Genome 479



In the second method, draft sequence of a BAC is used to determine which addi-
tional BAC clones have the minimal overlapping with the completely sequenced
BAC clone. The first method uses information that is already present in the physical
map, but the overlaps can be inexact. The second method requires sequence infor-
mation, but gives very exact overlaps (http://www.agcol.arizona.edu/). When both
the fingerprints and the BES resources are used in the hybrid approach, the preci-
sion should be increased while the overlapping regions are reduced, leading to a
reduced sequencing load for genome projects. Software such as MTP is available
from Arizona Genomics Computational Laboratory using both sets of informa-
tion for efficient selection of MTP (http://www.agcol.arizona.edu/software/fpc/
userGuide/mtpdemo/#intro).

Emerging Sequence Technologies and Platforms

The above discussion is based on current sequence technologies. However, several
promising sequencing strategies are poised to make technical advances to allow them
to be effectively used for genome sequencing. A couple of these technologies, such as
the 454 sequencing and the Solexa sequencing platforms, as discussed in the previous
chapter on sequencing technologies, strive to demonstrate its high efficiency, high
throughput, and low cost. Their application could fundamentally change how genome
sequencing is conducted, not only at the level of technicalities, but also at the level of
psychology and decision making. Their application for genome sequencing could have
a revolutionary impact on life sciences, and bring a real opportunity to sequencing
aquaculture genomes.

Sequencing the Genome

After the strategy is determined, sequencing of a genome itself is straightforward.
The important aspect of large-scale sequencing is the streamlined operation with
accurate tracking and recording, as well as the bioinformatics pipeline. In almost all
cases, genome sequencing projects have been conducted at large genome centers or
by biotechnology industries, both of which not only have the state-of-the-art sequenc-
ing equipment but also expertise gained in genome sequencing for management of
large sample sets and data sets. Importantly, they are well equipped with bioinformat-
ics capabilities.

Genome Sequence Assembly

Current sequencing technologies only allow an average read length of 1,000–1,500 bp
per run, with the first approximately 500–800 bp as high-quality sequences. As dis-
cussed above, to overcome this limitation, sequencing of entire genomes is performed
through either whole genome shotgun sequencing or the clone-by-clone hierarchical
shotgun sequencing. In either case, DNA is sheared into smaller fragments whose
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ends are then sequenced. The generated sequences need to be assembled using com-
puter programs called assemblers. The output of assembly programs consists in a col-
lection of contiguous sequence pieces (contigs). They are rarely, if ever, entire
chromosomes reconstructed into a single contig, but many smaller pieces. Additional
computer programs called the scaffolder use the information linking together
sequencing reads from the ends of fragments to order and orient the contigs with
respect to each other along a chromosome.

Sequence assembly is essentially a set of contigs, each contig being a multiple align-
ment of reads (Dear et al. 1998). The assembler relies on the basic assumption that
two sequence reads that share the same string of letters originated from the same
place in the genome. Mathematical modeling indicated that an 8–10 genome cover-
age should allow the vast majority of sequences to be assembled into large contigs
(more than 200,000 bp) (Lander and Waterman 1988).

Ideally, genome sequence assembly should produce one contig for every chromo-
some of the genome being sequenced. In reality, however, many contigs are produced
as a result of a combination of factors. Nonrandom shearing and the presence of
repeats are the two greatest challenges. Even at eightfold to tenfold coverage, some
portions of the genome remain unsequenced as gaps.

A number of different strategies have been proposed to deal with genome
sequence assembly (Peltola et al. 1984, Huang 1996, Parsons et al. 1993, Bonfield
et al. 1995, Notredame and Higgins 1996, Zhang and Wong 1997, Ewing and Green
1998, Ewing et al. 1998). Currently, there are mainly two different existing approaches
for assembling sequences: (1) the iterative and (2) the All-in-One-Step approach. The
first type of assembly is essentially derived from the fact that the data analysis and
reconstruction approximation algorithms can be parametrized differently, ranging
from very strict assembly of only the highest quality parts to very ‘bold’ assembly of
even lowest quality stretches. An assembly starts with the most strict parameters, hav-
ing the output edited manually by highly trained personnel, or by software and then
the process is reiterated with less strict parameters until the assembly is finished
(http://www.bioinfo.de/isb/gcb99/talks/chevreux/main.html). The second approach
has been made popular by the PHRAP assembler presented by Phil Green
(http://www.phrap.org/). This assembler uses low and high-quality sequence data
from the start and generates a consensus by puzzling its way through an assembly
using the highest quality parts as reference, giving the result to a human editor for fin-
ishing. An integrated approach of the two approaches has been developed by
Chevreux and others (http://www.bioinfo.de/isb/gcb99/talks/chevreux/main.html).

The fundamentals of genome sequence assembly are the same as assembly of short
DNA sequence of a few kb. The quality of the sequences in base calling is the most
important (Figure 26.3). However, the genome sequence assembly is much more
complex because of the large sizes and similar sequences exist here and there in the
genome by chance. In highly repetitive genomic regions, sequence assembly can be a
disaster. For accurate genome assembly, the clone-by-clone hierarchical shotgun
sequencing is superior to the whole genome shotgun sequencing (Figure 26.4). If
nothing else, two aspects of the clone-by-clone approach make it easier for sequence
assembly. First, the region under consideration is a BAC clone, most often less than
200 kb in size, as compared to the whole genome of billions of bps. Second, the repet-
itive regions within a single BAC can be much simpler than the situation of facing a
whole genome. The coincidence of similar sequences by chance is much smaller with a
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single BAC than with a whole genome. In addition, gap filling is much easier for the
clone-by-clone approach with known regions for higher levels of genome coverage in
additional sequencing. In contrast, just increasing sequencing genome coverage may
or may not easily fill the gaps.

Draft Genome Sequence and Finishing

Sequencing the bases equal to the genome size is defined as one genome coverage.
Obviously, the higher the genome coverage, the greater the possibility for assembly of
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Figure 26.3. Schematic flow chart for sequence assembly processes.

Figure 26.4. The comparison of the whole genome shotgun and the hierarchical shotgun
sequencing approaches in sequence assembly. Short lines are individual sequence reads. Long
lines are BAC clone inserts. Thick long lines are selected BAC clones with minimal overlapping
(minimal tiling path) for sequencing.



the complete genome sequence. However, the greater the coverage is, the higher the
costs. This dilemma must be balanced to provide a reasonable accurate assembly, but
keep the costs as low as possible. Usually, it takes 4–5� genome coverage to assemble
genome sequence into reasonably large segments (usually larger than 10,000 bp).
Such an assembly is referred to as the draft genome sequence, or in other words, the
sequence assembly is preliminary. Using a genome sequencing coverage of 4–5�, the
human draft sequence was released in June 2000. To generate the high-quality human
reference sequence, additional sequencing was needed to close gaps, reduce ambigui-
ties that allow for only a single error every 10,000 bases. A high-quality sequence is
critical for recognizing regulatory components of genes that are very important in
understanding human biology and such disorders as heart disease, cancer, and dia-
betes. After sequencing of 8–9 genome coverage, the human genome sequence was
finished in 2003.

The ultimate goal of any sequencing project is to determine every single bp of the
original set of chromosomes. However, it is rare for an assembly program to be able to
reconstruct a single piece of DNA per chromosome, leading to gaps in the reconstruc-
tion of the genome. These gaps are filled in through directed sequencing in a process
called finishing or gap closure. Gap filling allows merge of sequence contigs into
supercontigs and scaffolds (Figure 26.3). Finishing is the process whereby additional
sequences are obtained to achieve full coverage and continuity over very long dis-
tances by filling in the gaps. Only the Human Genome Project is undertaking finish-
ing. Gap filling sounds easier than it is, but requires great effort and effective
strategies.

Gap Filling Using Expressed Sequence Tag (EST) Resources

In most cases, a large EST database exists for the genome being sequenced. After ini-
tial sequencing for the generation of draft sequence, many smaller segments of
sequence reads are left unassembled because there are no overlapping sequences, or
in other words, there are gaps. One of the strategies for gap filling is to use the left-
over unassembled sequences to search the EST database of the species, allowing
identification of exon segments. The exon sequences can be used to design the primer
for direct BAC sequencing.

Gap Filling by Creating Libraries with Variable Sizes

In many cases, the existence of gaps could be attributed to the methods used for the
construction of genome sequencing libraries, either because of the restriction enzymes
used, or because of the selection of certain insert sizes of the libraries. By changing the
restriction enzymes used for the construction of sequencing plasmid libraries, or
increasing the average insert sizes, it is possible to close the gaps, allowing continuous
assembly of the genome sequence. Therefore, planning the use of several libraries with
various size distributions is beneficial.
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Gap Filling by Primer Walking Sequencing or by Transposon 
Insertion into BACs

Primer walking sequencing is highly useful for gap filling, especially for sequences
generated with the clone-by-clone approach. In the approach, the regions with obvi-
ous gaps are known as BAC clones, and primers can be designed immediately follow-
ing the known sequences to extend sequencing.

The BAC clones can also be further sequenced by creating transposon insertion
sublibraries. In this case, transposon sequences are randomly inserted into the BAC
where gaps exist, creating a sublibrary. The transposon sequences provide primer-
binding sites for sequencing the neighbor regions. Kits for making transposon inser-
tion libraries are available (e.g., the Tn5 transposon insertion system of EPICENTRE
(http://www.epibio.com/a_simple_invitro_transposition_reaction.asp). The transpo-
son insertion clone is particularly useful for genomic regions containing highly repeti-
tive or simple sequences prohibiting the design of sequencing primers. Obviously,
such regions can also be dealt with PCR amplification followed by cloning into a plas-
mid vector and sequencing.

Scaffolding

Scaffolding is the contig merging processes using not only sequencing information,
but also the mate pair sequencing reads (Figure 26.5). The contigs produced by an
assembly program can be ordered and oriented along a chromosome using mate pair
sequencing reads. Mate pair sequencing reads are sequencing reads obtained from
both ends of a single clone. For instance, sequencing of a BAC from both ends would
generate mate pair reads that are physically linking them together by the distance of
the BAC insert size. Similarly, mate pair reads are obtained by sequencing both ends
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Figure 26.5. Schematic presentation of scaffolding using mate pair sequences. Shown are
examples of mate pair sequences from a BAC and a Cosmid clone.



of cosmid libraries or plasmid libraries. Within the assembly, the paired end reads
must be placed at a distance consistent with the size of the library from which they
originate and must be oriented toward each other. Within an assembly, each read is
assigned an orientation corresponding to the DNA strand from which the read was
generated. The constraints provided by mate pairs lead to constraints on the relative
order and orientation of the contigs. In such a process, the mate pair reads are used to
order and orient the contigs along a chromosome, combining them into scaffold.

Sequence Annotation

After the initial generation of A, C, G, Ts, the raw sequence data provide very little
biological insight. Annotation can greatly enhance the biological value of these
sequences. Useful annotations include homologies to known genes, possible gene
locations, gene signals such as promoters, etc. To use any sequence it must be inter-
preted in the context of other biological knowledge. This is the process of annotation,
the task of adding explanatory notations to the sequence text. We define an annota-
tion as the biological evaluation and explanation of a specific region on a nucleic acid
sequence that includes any feature that can be anchored to the sequence, such as gene
transcripts, an exon, a promoter, a transposable element, a regulatory region, muta-
tions, cut sites, start and stop signals, transcription factor binding sites, probe or
primer binding sites, or a CpG island (Lewis et al. 2002).

Sequence annotations are performed using powerful computer programs. Many
programs were developed for the annotation of DNA sequences. Some examples
include Genotator (Harris 1997), Artemis (Rutherford et al. 2000), AceDB (http:///
www.acedb.org), Apollo (Lewis et al. 2002), Genamics Expression (http://genamics.
com/expression/annotating.htm), EAnnot (Ding et al. 2004), the distributed annota-
tion system (DAS) (http://stein.cshl.org/das/), etc. For the aquaculture genome com-
munity, much can be learned from the human genome research community and the
recent sequencing projects of livestock animals such as chicken, bovine, and swine
sequencing projects. In most cases, however, genome annotation is a complex task
requiring assistance from large genome sequencing centers, or bioinformatics
experts. The biological information, however, most often comes from the research
community.

What is Next with A, C, G, Ts?

After the generation of genome sequence, it is not the end of genome biology. As
described at the U.S. Department of Energy’s (DOE) Genome Project Web page,
“The words of Winston Churchill, spoken in 1942 after 3 years of war, capture well the
HGP era: ‘Now this is not the end. It is not even the beginning of the end. But it is,
perhaps, the end of the beginning.’ The avalanche of genome data grows daily. The
new challenge will be to use this vast reservoir of data to explore how genes are
expressed and their networking, and interactions with one another and with the envi-
ronment to create complex, dynamic living systems. Systematic studies of function on
a grand scale, i.e., functional genomics, will be the focus of biological explorations in
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this century and beyond. Deriving meaningful knowledge from DNA sequence will
define biological research through the coming decades and require the expertise and
creativity of teams of biologists, chemists, engineers, and computational scientists,
among others.

Ethical, Legal, and Social Issues (ELSI) of Genome

Sequencing coming into the genomics era also brings with it many ethical, legal, and
social issues (ELSI). This is sometimes also referred to as the GE3LS (genomics,
ethics, environment, economics, law, and society). The ELSI is serious enough that
the National Institutes of Health (NIH) and DOE spend 3–5% of their
genome research budget to address such issues. Many questions arise as a result
of genome sequence availability. Although we may not have answers for many of
these questions, some examples of the questions posted on DOE’s Genome
Project Web site (http://doegenomes.org/) are relevant to many: Who should have
access to personal genetic information, and how will it be used? Who owns and controls
genetic information? How does personal genetic information affect an individual and
society’s perceptions of that individual? How does genomic information affect members
of minority communities? Do healthcare personnel properly counsel parents about the
risks and limitations of genetic technology? How reliable and useful is fetal genetic test-
ing? What are the larger societal issues raised by new reproductive technologies? How will
genetic tests be evaluated and regulated for accuracy, reliability, and utility? (Currently,
there is little regulation at the federal level). How do we prepare healthcare professionals
for the new genetics? How do we prepare the public to make informed choices? How do
we as a society balance current scientific limitations and social risk with long-term bene-
fits? Should genetic testing be performed when no treatment is available? Should parents
have the right to have their minor children tested for adult-onset diseases? Are genetic tests
reliable and interpretable by the medical community? Do people’s genes make
them behave in a particular way? Can people always control their behavior? What is con-
sidered acceptable diversity? Where is the line between medical treatment and enhance-
ment? Are GM foods and other products safe to humans and the environment? How will
these technologies affect developing nations’ dependence on the West? Who owns genes
and other pieces of DNA? Will patenting DNA sequences limit their accessibility and
development into useful products? etc., etc.

Unfortunately, we do not have any genomes sequenced today from aquaculture
species, but fortunately, the aquaculture genome sequence will not involve an equal
number of challenges as the human genome sequence in relation to the ethical, legal,
and social issues. However, many of the ethical, legal, and social issues will be similar
to the questions above facing the human genome situation. By the time the genomes
are sequenced from aquaculture species, hopefully answers will be found for many of
the above questions. On the other hand, because the aquatic environments and many
of the unique characteristics of aquaculture species, and their close relationship with
the environment, the generation of aquaculture species genome sequence likely will
pose challenging questions related to ethical, environmental, economic, legal, and
social issues.
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Conclusion

Although no genomes have been sequenced from aquaculture species, it is likely that
some important aquaculture species will soon be subjected to genome sequencing.
(After this chapter was written, NIH made a committment to sequence the tilapia
genome.) The major reasons for this assessment include their economic importance,
their close relationship with the environment, their roles in the study of genome evo-
lution, and many unique characteristics of aquaculture species. In addition, given the
declining world fisheries, aquaculture needs to be developed and sustained, which
demands genome-based technologies. Many biological and production problems are
unique to aquaculture species, and sequencing of related model species will not pro-
vide relevant information. For instance, the enteric septicemia of catfish is unique in
catfish, and the zebrafish genome information may not help in elucidation of the dis-
ease resistance genes in catfish.

However, the low research funding, the relatively small research community, and
the large numbers of species involved in aquaculture make the initial funding of
genome sequencing projects difficult. There are no limitations in technology, biology,
or readiness for genome sequencing, because basic genome resources are well
prepared from several important aquaculture species including the salmonids, cat-
fish, tilapia, shrimp, and the oysters. The limiting factor is financial. The hard part is
to obtain the first pot of money. Once the first pot of funds is obtained, inter-
national collaboration is expected to meet the remaining demands.

The emerging sequencing technology such as the 454 sequencing platform brings
greater hope to the aquaculture species for genome sequencing, as sequencing with a
genome coverage of 5� cost several hundred thousand dollars that may be justified
with funding agencies. The problem is with the ability of sequence assembly with the
short sequencing reads of the 454 system. Let’s hope the technology will improve
soon. On the other hand, many “sequence islands” as produced by the 454 sequencing
platform, when anchored by well-developed physical maps and genetic maps, may
provide sufficient tools for studies of agricultural related issues such as performance
and production traits.
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Chapter 27
Bioinformatics

Lei Liu

Introduction

Bioinformatics emerged from the revolutionary development of “omics” in
biotechnology. Various high throughput technologies such as automated DNA
sequencing and microarray enable the production of very high volume and extremely
complex dataset. Analysis of such huge and complicated data becomes a big challenge
and “bottleneck.” Combining biological studies with computer science, mathematics,
and statistics, bioinformatics develops methods, solutions, databases, and software to
discover patterns, generate models, and facilitate bench biologists on understanding
of genomic data.

Bioinformatics touches almost all levels of high throughput biological studies
including genomics, which deciphers the complete DNA sequences of all of the
genetic information in an organism. Functional genomics, which measures the mes-
senger RNA (mRNA) levels using microarray technologies to monitor the gene
expression of all the genes in a genome known as transcriptome. Proteomics dissects
the complete set of proteins in a cell at a certain stage. Metabolomics monitors all the
metabolic compounds in a cell known as metabolome. Many more “omics” technolo-
gies exist as well. Above all, one major task of bioinformatics is to integrate data from
different levels and prior biological knowledge to achieve system level understanding
of biological phenomena. Since it is impossible to cover every aspect in bioinformatics
in a short chapter, I will provide a general overview of the field and focus on several
key areas that may be highly related to aquagenomics including sequence alignment,
phylogenetic analysis, genome analysis, and microarray analysis. In the Sequence
Alignment section, I will first introduce the basic concept and techniques of sequence
alignment. This area deals with problems such as how to make an optimal alignment
between two sequences and how to search sequence databases quickly with an
unknown sequence. I then will introduce several widely used programs. In the Phylo-
genetic Trees section, I will discuss multiple alignment and building phylogenetic
trees to infer evolution history. In the Genome Analysis section, I will mainly deal
with the data analysis at genome scale. The problems include contig assembly, gene
prediction, expressed sequence tag (EST) analysis, gene function annotation, and
comparative genomics. Many techniques of sequence analysis are used in genome
analysis, but many new methods were developed for the unique problems. In the
Microarray Analysis section, I will introduce some basic concepts and techniques that
are widely used. The problems in this area are completely different from sequence
analysis. Many statistical and data mining techniques are applied in the field.
Nonetheless, bioinformatics has become an established program at many major uni-
versities, and covering such a new but broad area by a single chapter can be difficult.
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This chapter is written to serve as an introduction of bioinformatics relevant to aqua-
culture genomics. Interested readers are referred to a few excellent books on bioin-
formatics (e.g., Mount 2004, Baxevanis and Ouellette 2004, Claverie and Notredame
2003, Gentleman et al. 2005, Baldi and Brunak 2001, Jones and Pevzner 2004).

Sequence Alignment

Sequence alignment is used to compare two (pair-wise alignment) or more (multiple
sequence alignment) DNA or protein sequences. In this section, we mainly discuss
pair-wise alignment. The basic idea of sequence alignment is to align as many identi-
cal characters as possible when putting the two sequences parallel on a page. For a
given character in one sequence, there are three possible situations in the other
sequence: a matching character, a mismatching character, or a gap as shown in Figure
27.1. Gaps are introduced to maximize the number of matched character pairs. There
are two types of alignment, global and local as shown in Figure 27.1. Global alignment
tries to align the entire sequence, up to the end of each sequence. Local alignment
identifies a stretch of high-density matching pairs, which forms subalignments in the
aligned sequences.

Pair-wise Alignment

Two sequences can be aligned in many ways. The sequence alignment problem is
actually a problem to find the optimal alignment between given sequences, which can
be described as the following: Given two strings of text, X and Y, which may be DNA
or amino acid sequences, find the optimal way of inserting dashes into the two
sequences to maximize a given scoring function between them. The scoring function
depends on both the length of the regions of consecutive dashes and on the pairs of
characters that are in the same position when gaps have been inserted. Figure 27.2
gives an example of a scoring scheme.
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Usually we use scoring matrix to define the scores between a pair of letters. For
DNA sequences, the scoring matrix can be as simple as shown in Figure 27.2. For
protein, the scoring matrix can be more complicated because there are 20 alphabets
in the sequences. The scoring matrix needs to reflect the fact that some of the
amino acids are similar to one another and some are different based on their physical-
chemical properties. We want to assign large positive scores for two identical residues,
small positive scores for similar residues (e.g., D and E), and small negative scores
for different residues (e.g., D and L). Many scoring matrices have been developed for
protein sequence alignment such as PAM and BLOSUM matrices. The alignment
algorithms work the same way no matter what scoring matrix is used, but the optimal
alignment produced depends on the scoring system. Another part of the scoring
system is the gap penalty, which is kept quite simple in many different alignment pro-
grams. In the example of Figure 27.2, we used �1 as a gap penalty.

The “optimal alignment” between two sequences depends on the scoring function
that is used. As we shall see, an optimal sequence alignment for a given scoring
function may not be unique. A dynamic programming approach to sequence align-
ment was proposed by Needleman and Wunsch (1970). The idea behind the
dynamic programming approach can be explained using the two sequences, CCGAT
and CA-AT, of Figure 27.3a. If we break this alignment into two parts (Figure 27.3b),
we have two alignments: the left is the alignment of the two sequences CCGA and
CA-A, and the right is the alignment of the last elements T-T. If the scoring system is
additive, then the score of the alignment of Figure 27.3b is the sum of the scores of the
four base-alignment on the left plus the score of the alignment of the pair T-T on
the right. If the alignment in Figure 27.3a is optimal then the four-base alignment
in the left side of Figure 27.3b must also be optimal. If this were not the case (for
example if a better alignment would be obtained by aligning A with G), then the opti-
mal alignment of Figure 27.3c would lead to a higher score than the alignment shown
in Figure 27.3a. The optimal alignment ending at any stage is therefore equal to the
total (cumulative) score of the optimal alignment at the previous stage plus the score
assigned to the aligned elements at that current stage.

The optimal alignment of two sequence ends with either of the last two symbols
aligned, the last symbol of one sequence aligned to a gap, or the last symbol of the
other sequence aligned to a gap. In our analysis xi refers to the ith symbol in sequence 1
and yj refers to the jth symbol in sequence 2 before any alignment has been made. We
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will use the symbol S(i, j) to refer to the cumulative score of the alignment up until
symbols xi and yj, and the symbol s(xi, yj) to refer to the score assigned to matching
elements xi and yj. We will use d to refer to the cost associated with introducing a gap.

1. If the current stage of the alignment matches two symbols, xi and yj, then the score,
S(i, j), is equal to the previous score, S(i � 1, j � 1), plus the score assigned to
aligning the two symbols, s(xi, yj).

2. If the current match is between symbol xi in sequence 1 and a gap in sequence 2
then the new score is equal to the score up until symbol xi�1 and the same symbol yj,
S(i�1, j), plus the penalty associated with introducing a gap, �d.

3. If the current match is between symbol yj in sequence 2 and a gap in sequence 1
then the new score is equal to the previous score up until symbol yj�1 and the same
symbol xi, S(i, j�1), plus the gap penalty �d.

The optimal cumulative score at symbols xi and yj is:

S(i � 1, j � 1) � S(xi, yj)
S(i, j) � max � S(i � 1, j) � d

S(i, j � 1) � d (27.1)

The previous equation determines the new elements at each stage in the alignment
by successive iterations from the previous stages. The maximum at any stage may not
be unique. The optimal sequence alignment (s) is the one that provides the highest
score. This is usually performed using a matrix representation, where the cells in the
matrix are assigned an optimal score, and the optimal alignment is determined by a
process called trace back (Gotoh 1982, Durbin et al. 1998).

The optimal alignment between two sequences depends on the scoring function
that is used. This brings the need for a score that is biologically significant and rele-
vant to the phenomenon being analyzed. Substitution matrices present one method of
achieving this using a “log-odds” scoring system. One of the first substitution matrices
used to score amino acid sequences was developed by Dayhoff and others (1978).
Other matrices such as the BLOSUM50 matrix were also developed using databases
of more distantly related proteins.

The Needleman-Wunsch (N-W) algorithm and its variation (Gotoh 1982) provide
the best global alignment for two given sequences. Smith and Waterman (1981)
presented another dynamic programming algorithm that deals with finding the best
local alignment for smaller subsequences of two given sequences rather than the best
global alignment of the two sequences. The local alignment algorithm identifies a pair
of subsegments, one from each of the given sequences, so that there is no other pair of
subsegments with greater similarity.
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Heuristic Alignment Methods (BLAST)

The dynamic programming based alignment can produce optimal alignments, but in
practice, the algorithm can be very slow. Heuristic search methods for sequence align-
ment have gained popularity and extensive use in practice because of the complexity
and large number of calculations in the dynamic programming approach, especially
for database searches. Heuristic approaches search for local alignments of subseg-
ments and use these alignments as “seeds” in which to extend out to longer
sequences. The most widely used heuristic search method available today is the Basic
Local Alignment Search Tool (BLAST) by Altschul and others (1990). BLAST align-
ments define a measure of similarity called Maximal Segment Pair (MSP) as the high-
est scoring pair of identical length subsegments from two sequences. The lengths of
the subsegments are chosen to maximize the MSP score. It then tries to extend an
alignment from the matching words in each direction along the sequences, continuing
for as long as the score continued to increase. At the point the extension stops, a
larger stretch of sequence, called high-scoring segment pair (HSP) is found. BLAST
next determines the significance of each HSP score by calculating the probability of
two sequences being aligned by random chance. People often use the e-value to deter-
mine the significance of a database hit by BLAST. The smaller the e-value, the more
significant the hit is. But the e-value is calculated based on database size (roughly the
total length of all the sequences in the database). Therefore, we may not be able to
compare e-values across completely different databases. BLAST is now a suite of
tools provided by the National Center for Biotechnology Information (NCBI). Users
can download the BLAST tools for local use or go to the NCBI BLAST site
(http://www.ncbi.nlm.nih.gov/BLAST/) for online use. When it is installed locally,
users need to format the sequence databases using the ‘formatdb’ program in the
BLAST tools to set up a searchable database. The input of the ‘formatdb’ program is
a FASTA format file, which is a text file with the following format:

�gi|1195552|gb|AAA87954.1| phosphoinositide-specific phospholipase C
KLIDKYEPDLTAKQNKHMTKDGFLAYLTHLEGFIFNPAHINVYQDM
RQPINHYFISSSHNNYLMQEQLKGASSTEGYIRALLKSCRCVELDCW
DGPNGEPVIYHGHTLTSKVLFKDVIKAINEYAFKTSEYPVILSLENHC
SVEQQKLMAHHMTSILGSALLTRPLGKEIPSSLPSPEELKGRILIKGK
RLNKLEAAFNNNAEDADSVSEEDEAAEAKQGEQETKPKKKKMKL
AKELSDLVIYCKSVHFNSFEHSREKQACYEMSSFKESKAKNLAEHSA
TEFIQHNMDKLSRIYPAGTRTDSSNYSPVTMWNAGCQIVALNFQTY
GKEMDVNQGRFLPNGKCGYILKPEFMRNPDSRFDPNAPTEGRWFR
KSILHVMVISAQQLPKLNKDKPKSIVDPFVKWEIFGVPGDQARAQTS
YINNNGFNPAWNKTFKFPIHVPDLAIVRFVVEDYDAASHNDFIGQYT
LPFTSIKNGYRHIPLLTKGGDVIPSAKLFVHIMFMDP

Each entry starts with ‘�’ at the beginning of the first line. The first line is the
comment line. Sequences start from the second line. A FASTA file can contain
multiple sequence entries.

In BLAST tools, there are five different BLAST programs for different types of
searches (Table 27.1). BLASTN compares DNA sequences. BLASTP compares
protein sequences. BLASTX translates query DNA sequences into six reading frames
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and then compares them to protein sequences. TBLASTN translates the DNA
database into six reading frames and then compares with protein query sequence.
TBLASTX compares DNA sequences, but at protein level by translating both query
and database sequences into six reading frames. Translated BLAST tools (TBLASTN
and TBLASTX) are very computing intensive and thus are very slow.

Multiple Sequence Alignments

Multiple sequence alignments are alignments of more than two sequences. The
inclusion of additional sequences can improve the accuracy of the alignment, find
protein motifs, identify related protein sequences in a database, and predict protein
secondary structure. Multiple sequence alignments are also the first step in construct-
ing phylogenetic trees.

The most common approach for multiple sequence alignments is progressive
alignment, which involves choosing two sequences and performing a pair-wise align-
ment of the first to the second. The third sequence is then aligned to the first and the
process is repeated until all the sequences are aligned. The score of the multiple
alignments is the sum of scores of the pair-wise alignments. Pair-wise dynamic pro-
gramming can be generalized to perform multiple alignments using the progressive
alignment approach; however, it is computationally impractical even when only a few
sequences are involved (Lipman et al. 1989). The sensitivity of progressive alignment
was improved for divergent protein sequences using CLUSTALW (Thompson et al.
1994), available at the Web page (http://clustalw.genome.ad.jp/). Many other
approaches to sequence alignment have been proposed in the literature. For example,
a Bayesian approach was suggested for adaptive sequence alignments (Lawrence
et al. 1993, Zhu et al. 1998). The data now available from the human genome project
have suggested the need for aligning whole genome sequences where large-scale
changes can be studied as opposed to single-gene insertions, deletions, and nucleotide
substitutions. MuMMer (Delcher et al. 1999) follows this direction and performs
alignments and comparisons of very large sequences.

Phylogenetic Trees

The main objectives of phylogenetic tree studies are (1) to reconstruct the genealogical
ties between organisms and (2) to estimate the time of divergence between organisms
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Programs Query Sequence Database Formatdb option

BLASTN DNA DNA Nonprotein
BLASTP Protein Protein Protein
BLASTX DNA Protein Protein
TBLASTN Protein DNA Nonprotein
TBLASTX DNA DNA Nonprotein



since they last shared a common ancestor. See Chapters 8 and 9. With the explosion of
genomic data in the last few years, tree building has become more popular, where
molecular-based phylogenetic studies have been used in many applications such as
the study of gene evolution, population subdivisions, analysis of mating systems,
paternity testing, environmental surveillance, and the origins of diseases that have
transferred among species.

When two sequences (DNA or protein) found in two different organisms are
similar, they are likely to have been derived from a common ancestor sequence, as
shown in Figure 27.4A. Before we can build a phylogenetic tree, alignment is needed
to show which positions in sequences were conserved. For a set of sequences, multiple
alignment programs such as CLUSTALW are used. There are different ways to draw a
phylogenetic tree. The unrooted tree as shown in Figure 27.4B shows the evolutionary
relationships among sequences 1–4 without the location of the ancestral nodes. The
rooted tree as shown in Figure 27.4C shows the steps in evolution with the end nodes
as the present day sequences 1–4. In the rooted tree, if the length of the branches is
made proportional to the number of changes, the branch length can then represent
the evolutionary distance. If we assume that the evolutionary change happens at a
constant rate, the branch length in a rooted tree can also represent the evolutionary
time, which is known as a molecular clock.

There are many ways to construct the phylogenetic tree, which can generally be
classified into one of four types: distance-based methods, parsimony methods, maxi-
mum likelihood methods, and Bayesian methods. For a detailed discussion of each of
these methods, see Li (1997). Many software programs have been developed for the
phylogenetic analysis based on these methods including PHYLIP (Felsenstein 1993)
and Mr. Bayes (Huelsenbeck and Ronquist 2002).

Genome Analysis

Analysis of completely sequenced genomes has been one of the major driving forces
for the development of the bioinformatics field. The major challenges in this area
include genome assembly, gene prediction, function annotation, EST analysis, and
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comparative genomics of conserved regions. For a genome project, one must ask
several fundamental questions: How can we put the whole genome together from
many small pieces of sequences? Where are the genes located on a chromosome?
What are the functions of the genes? And so on. In this section, we will discuss the
sequence assembly problem, gene prediction, EST analysis, functional annotation,
and comparative genomic mapping.

Contig Assembly

In a high throughput DNA genome sequencing project, large DNA molecules with
billions of base pairs, such as a human chromosome, are broken into smaller
fragments (approximately 100 kilobase [kb]) and cloned into vectors such as bacterial
artificial chromosome (BAC). These BAC clones can be tiled together by physical
mapping techniques (see Chapter 14). Individual BACs can be further broken down
into smaller random fragments of 1–2 kb. These fragments are sequenced and assem-
bled based on overlapping fragments. With more fragments sequenced, there will be
enough overlaps to cover most of the sequence. This method is often referred to as
“shotgun sequencing.” Computer tools were developed to assemble the small random
fragments into large contigs based on the overlapping ends among the fragments
using similar algorithms as the ones used in the basic sequence alignment. The widely
used programs include PHRAP/Consed (Gordon et al. 1998, 2001) and CAP3
(Huang and Madan 1999).

The assembly programs first make sequence alignments. Based on the stringency
of criteria for assembly including the length of overlapping region, the percentage of
identity within the overlapping regions and the quality of the base calling, different
contigs may be obtained. There is always a trade off between stringency and the
length of the consensus sequences. If too stringent, it may produce too many short
contigs. If too relaxed, it may produce too many misassemblies or mistakes. Usually
the default parameters in PHRAP and CAP3 are optimized to balance the trade off.
One criterion we can consider is the coverage of the overlap regions (how many reads
in the overlapped region). A good contig should not have many single read covered
areas. Most of the regions in a contig should be covered by multiple reads. Consed is a
visualization and editing tool for PHRAP (as well as CAP3). One can edit the contigs
based on human observation and correct misassembled regions. Most prokaryotic
genomes can be sequenced directly by the “shotgun sequencing” strategy with special
techniques for gap closure. For large genomes, such as the human genome, there are
two strategies (see Chapter 26). One is to assemble large contigs first and then tile
together the contigs based on the physical map to form the complete chromosome
(Waterston et al. 2002). The other strategy is called whole genome shotgun (WGS)
sequencing strategy, which assembles the genome directly from the “shotgun
sequencing” data in combination with mapping information (Myers et al. 2000). WGS
is a faster strategy to finish a large genome, but the challenge of WGS is how to deal
with the large number of repetitive sequences in a genome. Nevertheless, WGS has
been successfully used in completing the Drosophila and human genomes (Adams
et al. 2000, Venter et al. 2001).
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EST Analysis

ESTs represent partial descriptions of the transcribed portions of genomes. They are
generated from single-pass complementary DNA (cDNA) library sequencing in high
throughput manner (see Chapter 20). ESTs provide a quick survey of the gene
contents in an organism for which genomic information is lacking. They are valuable
resources for microarray production and genome annotation. Even though
EST sequencing is similar to genomic sequencing, the analysis of ESTs has some
unique features. EST analysis pipelines include many steps: Base calling is the step
to generate the sequences from chromatograph. Each base called is accompanied
with a score to indicate the quality or confidence of the call. Quality trimming is
to trim off low quality bases based on the quality scores. Vector trimming is to trim
off vector and adaptor sequences in the read. After trimming, some of the sequences
may become very short. One can set a cut-off length and remove the short sequences.
Repeat masking is to identify and mask the low complexity and known repetitive
elements in the sequences. Filter for unwanted sequences is to remove ribosomal
RNA (rRNA), vector, E. coli genomic sequences, and any other unwanted sequences,
such as viral sequences. This step is usually carried out using the BLASTN program.
After the removal of sequences from the above steps, the resulting sequences are
considered to be “clean” sequences and used for further analysis of clustering and
assembly. Clustering and assembly is to put the sequences representing the same
gene or gene family together. In this step, we first cluster the sequences together
based on their identity (most often incorrectly referred to as homology) identified by
the sequence alignment programs such as BLAST. Next, we use the same programs
that are used in contig assembly in genome sequences to assemble the sequences for
each cluster and generate consensus sequences. These steps can be chained using pro-
gramming languages such as Perl scripts to form a pipeline program. Many of these
programs have been packaged into software such as ESTAP (Mao et al. 2003), EST-
Web (Paquola et al. 2003), and ESTIMA (Kumar et al. 2004). The functional annota-
tions of ESTs are mostly accomplished by inference from sequences whose functions
are known.

Genome Annotation and Gene Prediction

After complete assembly of a genome, the next task is to decipher the information
coded in the genome, which is often called genome annotation. The process includes
the prediction of gene structures and other features on a chromosome and the func-
tion annotation of the genes. There are two basic types of genes in a genome: RNA
genes and protein-encoding genes. The majority of genes in a genome are protein-
encoding genes. Therefore, the big challenge is how to find protein-encoding regions
in a genome. The simplest way to search for a protein-encoding region is to search for
open reading frames (ORF), which is a contiguous set of codons between two stop
codons. There are six possible reading frames for a given DNA sequence. Three of
them start at the first, second, and third base, respectively. The other three reading
frames are at the complementary strand. The longest ORFs between the start codon
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and the stop codon in the same reading frame provide good, but not sufficient evi-
dence of a protein-encoding region. Gene prediction is generally easier and more
accurate in prokaryotic than eukaryotic organisms due to the intron/exon structure in
eukaryote genes. Computational methods of gene prediction based on the Hidden
Markov Model (HMM) have been quite successful, especially in prokaryote genome.
These methods involve training a gene model to recognize genes in a particular
organism. Because of the variations in codon usage, a model must be trained for each
new genome. In prokaryote genome, genes are packed densely with relatively short
intergenic sequences. The model reads through a sequence with unknown gene com-
position and finds the regions flanked by start and stop codons. The codon composi-
tion of a gene is different from that of an intergenic region and can be used as a
discriminator for gene prediction. Several software tools, such as GeneMark and
GLIMMER (Delcher et al. 1999) are widely used HMM methods in prokaryotic
genome annotation. Similar ideas are also applied to eukaryote gene prediction.
Because of the intron/exon structure, the model is much more complex with more
attention on the boundary of intron and exon. Programs such as GeneScan (Burge
and Karlin 1997) and GenomeScan (Yeh et al. 2001) are HMM methods for eukary-
ote gene prediction. Neural network-based methods have also been applied in
eukaryote gene prediction, such as Grail (Xu and Uberbacher 1997). Additional
information for gene prediction can be found using ESTs. Because cDNA is derived
from mRNA, a match to an EST is a good indication that the genomic region encodes
a gene. Functional annotation of the predicted genes is another major task in genome
annotation. This process can also be viewed as gene classification with different func-
tional classification systems such as protein families, metabolic pathways, and Gene
Ontology. The simplest way is to infer annotation from the sequence similarity to a
known gene, for example, BLAST search against a well-annotated protein database
such as SWISS-PROT. A better way can be a search against protein family databases
(e.g., Pfam), which are built based on profile HMMs. The widely used HMM align-
ment tools include HMMER (Eddy 1998) and SAM (Krogh et al. 1994). All auto-
mated annotation methods can produce mistakes. More accurate and precise
annotation requires manual checking and a combination of information from differ-
ent sources.

Besides the gene structures, other features such as promoters can be better ana-
lyzed with a finished genome. In prokaryotic organisms, genes involved in the same
pathway are often organized in an operon structure. Finding operons in a finished
genome provides information on the gene regulation. For eukaryotic organisms, the
completed genomes provide upstream sequences for promoter search and prediction.
Promoter prediction and detection has been a very challenging bioinformatics prob-
lem. The promoter regions are the binding sites for transcription factors. Promoter
prediction is to discover the sequence patterns that are specific for transcription fac-
tor binding. Different motif finding algorithms have been applied including scoring
matrix method (Stomo and Hartzell 1989), Gibbs sampling, and Multiple EM for
Motif Elicitation (MEME) (Bailey and Elkan 1994). The results are not quite satis-
factory. Recent studies using comparative genomics methods on the problem have
produced some promising results and demonstrated that the promoters are conserved
among closely related species. In addition, microarray studies can provide additional
information for promoter discoveries. See the Microarray Analysis section.
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Comparative Genomics

With more and more genomes being completely sequenced, comparative analysis
becomes increasingly valuable and provides more insights of genome organization
and evolution. One comparative analysis is based on the orthologous genes, called
clusters of orthologous groups (COG). Two genes from two different organisms are
considered orthologous genes if they are believed to come from a common ancestor
gene. Another term, paralogous genes, refers to genes in one organism and related to
each other by gene duplication events. In COG, proteins from all completed genomes
are compared. All matching proteins in all the organisms are identified and grouped
into orthologous groups by speciation and gene duplication events. Related ortholo-
gous groups are then clustered to form a COG that includes both orthologs and par-
alogs. These clusters correspond to classes of functions. Another type of comparative
analysis is based on the alignment of the genomes and studies the gene orders and
chromosomal rearrangements. A set of orthologous genes that show the same gene
order along the chromosomes in two closely related species is called a synteny group.
The corresponding region of the chromosomes is called synteny blocks (O’Brien et al.
1999). In closely related species, such as mammalian species, the gene orders are
highly conserved. The gene orders are changed by chromosomal rearrangements dur-
ing evolution including the inversion, translocation, fusion, and fission. By comparing
completely sequenced genomes, for example, human and mouse genomes, we can
reveal the rearrangement events. One challenging problem is to reconstruct the
ancestral genome from the multiple genome comparisons and estimate the number
and types of the rearrangements (Bourque and Pevzner 2002). Completion of
sequencing of many genomes has produced a wealth of resources and a strong basis
for comparing ordered gene maps of other closely related species (Waterston et al.
2002). Information from gene-rich species maps can be transferred to moderate-
resolution gene maps of other species. Those comparative genome maps can provide
a basis for understanding the rates and patterns of genome evolution.

Based on the comparative genome maps, traits mapped in one species may be
mapped in other species in silico (O’Brien et al. 1999). Here, we introduce the
comparative mapping by annotation and sequence similarity (COMPASS) strategy to
predict map locations of sequences in genomes that have not been sequenced (Liu
et al. 2004). The prerequisite of COMPASS is a comparative map table between the
reference genome and the predicting genome. To implement the COMPASS strategy,
Perl or other script pipelines can be written to automate the steps of process, including
sequence similarity searches using the basic local alignment search tool for nucleotides
(BLASTN), parsing BLASTN output, querying comparative map tables, calculating
the predicted position, and finally composing the prediction reports. The chromosome
location of a query sequence (e.g., an EST or a BAC-end sequence) can be predicted
on the map of the species of interest, by BLASTN search against the reference genome
sequence and the data from the synteny table. For instance, for any catfish sequence
with significant BLASTN match with the zebrafish genome sequence, the position
of the closest marker mapped in both human and cattle genomes can be found
(Figure 27.5). If the position of the sequence of interest falls into a conserved segment
on the catfish and zebrafish comparative map, then the position of this sequence
can be predicted in the cattle genome. If the position of the sequence falls outside of a
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conserved segment, then no prediction can be made at this time. The closest marker
can be defined as the marker for which the BLASTN hit overlaps with or using the fol-
lowing calculation in the case that the BLASTN hit lies between two markers:

If (HS � ME) � (M’S � HE), M is the closest marker;
If (HS � ME) � (M’S � HE), M’ is the closest marker.

HS, HE, ME, and M’S are denoted as shown in Figure 27.5.

Microarray Analysis

Microarray technologies allow biologists to monitor genome-wide patterns of gene
expression in a high throughput fashion (see Chapters 21 and 22). DNA microarrays
are typically composed of thousands of DNA sequences, called features, fixed to a
glass or silicon substrate. The DNA sequences can be long (500–1,500 base pairs [bp])
cDNA sequences or shorter (25–70 mer) oligonucleotide sequences. The features can
be deposited with a pin or piezoelectric spray on a glass slide, known as spotted array
technology. Oligonucleotide sequences can also be synthesized in situ on a silicon chip
by photolithographic technology (i.e., Affymetrix GeneChip). Relative quantitative
detection of gene expression can be carried out between two samples on one array
(spotted array) or by single samples comparing multiple arrays (Affymetrix
GeneChip). In spotted array experiments, samples from two sources are labeled with
different fluorescent molecules (Cy3 and Cy5) and hybridized together on the same
array. The relative fluorescence between each dye on each spot is then recorded and a
composite image may be produced. The relative intensities of each channel represent
the relative abundance of the RNA or DNA product in each of the two samples. In
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Figure 27.5. Illustration of different scenarios of BLASTN hits on reference chromosome
and the definition of overlap between a marker and its closest marker. M and M’ represent
anchored markers and H represents a BLASTN hit alignment of a query sequence. Scenario 1,
2, 3, and 5: overlap with an anchored marker; Scenario 4: close to an anchored marker.
(Reprint from Liu et al. 2004.)



Affymetrix GeneChip experiments, each sample is labeled with the same dye and
hybridized to different arrays. The absolute fluorescent values of each spot may then
be scaled and compared with the same spot across arrays. For an example of a com-
posite image from spotted arrays, readers are referred to Chapter 22.

Microarray analyses usually include several steps: image analysis and data extrac-
tion, data quantification and normalization, identification of differentially expressed
genes, and knowledge discovery by data mining techniques such as clustering
and classification. Image analysis and data extraction are fully automated and mainly
carried out using a commercial software package or a freeware depending on the
technology platforms. For example, Affymetrix developed standard data processing
procedures and software for its GeneChips (for detailed information http://www.
affymetrix.com); GenePix is widely used image analysis software for spotted arrays.
For the rest of the steps, the detailed procedures may vary depending on the experi-
ment design and goals. We will discuss some of the procedures below.

Normalization

The purpose of normalization is to adjust for systematic variations, primarily for
labeling and hybridization efficiency so that we can discover true biological variations
as defined by the microarray experiment (Bolstad et al. 2003). For example, as shown
in the self-hybridization scatter plot (Figure 27.6) for a two-dye spotted array, varia-
tions (dye bias) between dyes are obvious and related to spot intensities. To correct
the dye bias, one can apply the following model:

log2 (R/G) ––� log2 (R/G) � c(A) (27.2)
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Figure 27.6. Self-hybridization scatter plot. Y-axis is the intensity from one dye; X-axis is the
intensity from the other dye. Each spot is a gene.



Where R and G are the intensities of the dyes; A is the signal strength [log2(R*G)/2);
M is the logarithm ratio (log2(R/G)]; c(A) is the locally weighted polynomial regres-
sion (LOWESS) fit to the MA plot (Yang et al. 2002, Yang and Thorne 2003).

Statistical Analysis for Discovering Differentially Expressed Genes

After correction of systematic variations, we want to determine which genes are
significantly changed during the experiment and to assign appropriately adjusted
p-values to the genes. Linear model approaches will be used to study how the genes
respond over conditions (tissue, time, genotype, or infection status) while accounting
for the various sources of experimental noise. Response variables include the
absolute and relative (ratio of) fluorescence levels from the competing mRNA
samples as described by Kerr and Churchill (2000). Considering the typical distribu-
tion of expression levels, a logarithmic transformation of the expression values is
expected to better correspond to the model assumptions. Other transformations will
be considered if the logarithmic transformation was not suitable. To discover the
effects among experimental conditions, pair-wise comparisons were performed among
all treatments by fitting the analysis of variance (ANOVA) models gene by gene.

Suppose that yij is the log ratio between treatment channel and control channel of
ith condition and jth array, the model we use follows:

yij � μ � Ai � Bj � eij (27.3)

where μ is the overall mean of all conditions; Ai is the effect of ith condition; Bj is the
effect of jth array and is considered to be the random effect, which follows normal
distribution N (0, 2

b); eij is identically independently distributed error term and fol-
lows Normal distribution N (0, 2

e). For example, to compare condition i and condi-
tion l treatments, we test whether Ai � Al is significantly different from zero. For T =
(Ai � Al)/se(Ai � Al), where se is the standard error, if absolute value of T is very
large, we will decide that i and l conditions are significantly different, otherwise, there
is no significant difference between them. Since many genes are tested, multiple test
adjustment is needed. The false discovery rate (FDR) adjustment is often used, which
adjusts p-values using the method of Benjamini and Hochberg (1995).

For Affymetrix GeneChips analysis, even though the basic steps are the same as
spotted microarrays, because of the difference in technology, different statistical
methods were developed. Besides the statistical methods provided by Affymetrix, sev-
eral popular methods are packaged into software such as dChip (Li and Wong 2001)
and RMA (Bolstad et al. 2003) in Bioconductor (http://www.bioconductor.org). With
rapid accumulation of microarray data, one challenging problem is how to compare
microarray data across different technology platforms. Some recent studies on data
agreements have provided some guidance (Wang et al. 2005, Culhane et al. 2003).

Clustering and Classification

Once a list of significant genes has been obtained from the statistical test, we would
apply different data mining techniques to find interesting patterns. At this step, the
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microarray data set is organized as a matrix. Each column represents a condition;
each row represents a gene. An entry is the expression level of the gene under the
corresponding condition. If a set of genes exhibits a similar fluctuation under all of
the conditions, it may indicate that these genes are co-regulated. One way to discover
the co-regulated genes is to cluster genes with similar fluctuation patterns using
various clustering algorithms. Hierarchical clustering was the first clustering method
applied to the problem (Eisen et al. 1998). The result of hierarchical clustering forms
a two-dimensional dendrogram as shown in Figure 27.7. The measurement used
in the clustering process can be either a similarity such as Pearson’s correlation
coefficient or a distance such as Euclidian distance.

Many different clustering methods have been applied later on, such as, K-means
(Ben-Dor et al. 1999), self-organizing map (SOM) (Tamayo et al. 1999), and support
vector machine (Alter et al. 2000). In the K-means approach, all of the genes are com-
pared to all of the vectors that correspond to each partition. Each gene is partitioned
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Figure 27.7. Hierarchical clustering of microarray data. Rows are genes. Columns are RNA
samples at different time points. Values are the signals (expression levels), which are represented
by the color spectrum. The  bars beside the dendrogram show the clusters of genes, which exhibit
similar expression profiles (patterns). The bars are labeled with letters and description of possible
biological processes involving the genes in the clusters. (Reprinted from Eisen et al. 1998.) (Also
see color plate.)
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to the partition that has the most similar associated vector. After partitioning of all of
the genes, the vectors of each partition are calculated as the mean of the genes that
are partitioned to that vector. This process is repeated iteratively, with repartitioning
of the genes, and recalculation of the vectors until all genes map to the same parti-
tions twice in a row. In SOMs, the user must provide x and y dimensions that deter-
mine the number of partitions to segregate the data. In K-means and SOM, the total
number of partitions is provided by the user, which influences the final clusters.
Hence, multiple partition numbers will be tested to evaluate the sensitivity of the
results to the partition specification.

Another type of microarray study involves classification techniques. For example,
we can use the gene expression profile to classify cancer types. Golub and others
(1999) first reported using classification techniques to classify two different types of
leukemia. Many commercial software packages (e.g., GeneSpring and Spotfire) offer
the use of these algorithms for microarray analyses.

Conclusion

In this chapter, we have discussed some basic concepts and techniques in bioinformat-
ics. Because of the limitation of the space, we have emphasized several key areas that
closely related to aquagenomics. Sequence alignment is one of the fundamental tech-
niques in bioinformatics, which has been applied in genome analysis. Microarray
analysis uses a completely different set of techniques mostly from statistics and data
mining areas. Bioinformatics is a very broad area that touches many aspects of mod-
ern biology. Many other areas are not mentioned in this chapter including biological
network analysis, proteomic analysis, structural biology, and dynamic modeling of
biological processes. Once again, because of the limitation of the scope of this chap-
ter, interested readers are referred to highly specialized bioinformatics books.
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Chapter 28
Dealing with Duplicated Genomes of Teleosts

Alan Christoffels

Genome duplication has been postulated as the driving force behind evolutionary
novelty in an organism. For example, early vertebrate evolution has been character-
ized by a minimum of one and possibly two rounds of whole genome duplication. In
addition, teleosts have undergone a fish-specific genome duplication after fish and
land vertebrates split about 450 million years ago. Understanding the contribution of
duplications to the shaping of genomes over 450 Mya  requires computational tools
that can adequately cope with the plethora of fragmented and assembled genomic
data that are available, particularly for teleost genomes. In this chapter techniques for
analyzing duplicate genomes are described with respect to (1) the identification of
duplicate genes, (2) dating duplicated genes, (3) identifying duplicate segments or
paralogons within a sequenced genome, (4) identifying duplicate genes using
Expressed Sequence Tag (EST) data, and (5) assessing the functional divergence of
duplicate genes.

Background

As early as 1970, Susumu Ohno proposed that two rounds of whole genome duplica-
tions occurred during the early stages of vertebrate evolution, based on genome size
differences in chordates and evidence of recent tetraploidization in some fish lineages
(Ohno 1970). Today, Ohno’s hypothesis is more commonly known as the 2R hypothe-
sis that states that one round of duplication occurred at the root of the vertebrate lin-
eage, followed by another around Agnatha and Gnathostomata split (Figure 28.1)
(Makalowski 2001). Overwhelming evidence has subsequently mounted in support of
the 2R hypothesis in shaping the genomes of vertebrates (Postlethwait et al. 2000,
McLysaght et al. 2002, Gu et al. 2002, Panapoulou et al. 2003).

Recently, genome-scale analysis of two teleost genomes, namely, Fugu rupribes and
Tetraodon nigroviridis (Christoffels et al. 2004, Vandepoele et al. 2004, Jallion et al.
2004) have provided confirmation of a third round of genome duplication within
teleosts (3R) after ray-finned fish diverged from lob-finned fish about 450 million
years ago (Figure 28.1), confirming numerous studies on subsets of duplicate gene
families. See references in Van de Peer (2004). In fact, the role of genome duplication
via polyploidization has been studied in other eukaryotes including yeast and plants
(Kellis et al. 2004, Blanc and Wolfe 2004a, respectively).

These large-scale duplication events, namely 1R, 2R, or 3R, can be hidden in a
genome because of exponential loss of duplicate genes in a genome over time
(Seioghe and Wolfe 1999; Lynch and Conery 2000, 2003; Wong et al. 2002; Blanc
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et al. 2003). In addition, chromosomal rearrangements scramble pieces of duplicated
chromosomes around the genome hindering the identification of duplication signa-
tures in a genome (Wolfe 2001, Gu and Huang 2002, Seioghe 2003). Identifying these
remnants of duplication evidence has been made possible with the development and
maturation of computational tools. Here I will describe methodologies used for the
identification of duplicate genes, dating duplicated genes, identifying duplicate seg-
ments or paralogons within a sequenced genome, identifying duplicate genes using
EST data, and assessing the functional divergence of duplicate genes.

Identification of Duplicate Genes

A phylogenetic tree, hereafter referred to as a ‘tree,’ captures the evolutionary rela-
tionships between genes. Trees provide a reliable method of distinguishing orthologs
(genes arising from a common ancestor) from paralogs (genes arising from a duplica-
tion event). The tree is composed of branches and nodes (Figure 28.2) where nodes
represent the points at which two branches diverge. The branch pattern of a tree is
called the tree topology and distinguishes duplication events specific to one species
(Figure 28.2a) or shared by multiple species (Figure 28.2b). The root of a phyloge-
netic tree is its base and implies the branching order of a tree, namely, which
sequences share a common ancestor. The tree can only be rooted with an outgroup or
an external point of reference (invertebrate branch in Figure 28.2c).

The following strategy is recommended to identify duplicated genes: protein family
clustering, multiple sequence alignment, phylogenetic tree construction, and high-
throughput screening of tree topologies.
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Figure 28.1. Schematic representation of the phylogeny of the main vertebrate groups rooted
with arthropods.
Proposed duplication events are indicated with open rectangles. Divergence times are
indicated in millions of years ago (Mya). References include (1) McLysaght et al. 2002, (2) Gu
et al. 2002, (3) Ohno 1970, (4) Lundin et al. 2003, (5) Holland 2003, (6) Panopoulou et al. 2003,
(7) Christoffels el. 2004, (8) Vanderpoele et al. 2004, (9) Jallion et al. 2004, (10) Bailey et al.
2002. Additional references can be obtained within the material listed above.



Protein Family Clustering

A critical consideration before embarking on any of the sections outlined above
requires the assignment of putative protein families for the genome under investiga-
tion. Homology detection is usually carried out by an all-against-all similarity search
within a species using the Basic Local Alignment Search Tool (BLAST) (Altschul
et al. 1990). However, before clustering, a number of preprocessing steps are required
to “clean” the protein data before clustering. Failure to remove splice variants will
result in the detection of false positive duplication events. Annotated genomes such
as those present in Ensembl are somewhat easier to filter because alternative splice
variants are annotated in the Ensembl database (www.ensembl.org). The splice vari-
ants should be reduced to one transcript per gene, and very often the choice of a
splice variant depends on the length of the transcript.

Note that an analysis of duplication events should focus on functional genes. To
this end, potential pseudo-genes should be removed. In practice, protein-coding
genes that do not start with a methionine are removed together with genes annotated
as putative pseudo-genes or transposable elements. Subsequent filtering based on
substitution rates as a proxy for genes under positive selection can be introduced
when comparing paralogs.

All proteins in the final “cleaned” dataset are compared using BLAST. Identifying
homologous or paralogous genes using BLAST require certain thresholds. Expecta-
tion scores or e-values are often used as a threshold to decide on the relationship
between sequences. However, when sequence divergence increases too far, for
example identity of 20% between proteins, then the true extent of homology is diffi-
cult to interpret. For this reason, additional measures are incorporated, such as
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Figure 28.2. Schematic representation of duplication topologies. (a) Gene 1 duplicated in
human. (b) Two duplication events occurred before human and fish diverged depicting
(A+B)(C+D) topology, also known as the 2+2 topology. (c) Two duplication events in human
and Fugu but the two ancestral events cannot be inferred from the tree, possibly due to changes
in evolutionary rates.



increasing the sequence similarity cut-off with decreasing alignable regions (Rost
1999). Proteins are erroneously included into gene families when short proteins share
domains with longer proteins. To overcome this problem, thresholds are chosen based
on the fraction of the BLAST query and database hit that is contained in the aligned
sequence pair (Li et al. 2001, Christoffels et al. 2004). To avoid the inclusion of multi-
gene families, putative transposable elements are discarded together with sequences
that identify more than five matching sequences at an e-value threshold of 1e�10.

Selecting the appropriate threshold for protein family size can be influenced by the
aim of the study. For example, protein families containing vertebrate-specific dupli-
cate genes can be generated using a matching invertebrate gene as a cut-off of protein
family assignment (McLysaght et al. 2002). After similarity scores are assigned to
homologous genes, a single linkage algorithm is used to group proteins into families.
Simply put, if protein A hits protein B and protein B hits protein C then protein A, B,
and C are assigned to the same cluster even if protein A and C do not share sufficient
identity. Recently a new approach, TRIBE-MCL has been developed to cluster pro-
tein sequences and is implemented in Ensembl protein family assignment (Enright
et al. 2002).

Identifying duplication events and particularly large-scale events need to be distin-
guished from tandem duplications, which are single duplication events that create
tandem repeats in the genome. As a result, proteins within the same genome with an
e-value less than 1e�15 and separated by at most 20 unrelated genes on a genome seg-
ment are classified as tandem duplicates and are removed from the dataset.

The above approach is restricted to identifying paralogs within a species. However,
in practice, protein families are often expanded to include orthologs from other
species. Orthologs are very often identified using a reciprocal BLAST search. Briefly,
genes in one species (S1) are searched against the collection of genes in a second
species (S2). An orthologous pair is identified when gene-A in S1 is the best hit for
gene-B in S2 and gene-B in S2 is the best hit for gene-A in S1.

Multiple Sequence Alignments

Multiple sequence alignments are generally constructed by a progressive sequence
alignment approach such as implemented in Clustal W (Thompson et al. 1994). Inser-
tions or deletions (indels) within a gene can change the reading frame or introduce
stop codons. Indels are presented as gaps in an alignment, and the corresponding size
of a gap is less important than the fact that the gap is present. These gaps have an
undue influence on the resulting tree because there are separate penalties for insert-
ing a gap and for making the gap bigger. In practice, alignments can be adjusted
by ‘eye’ using software such as BioEdit (http://www.mbio.ncsu.edu/BioEdit/bioedit.
html). Automated strategies for gap removal in an alignment have proven successful
for large-scale analysis (Lynch and Conery 2003, Vandepoele et al. 2004). See the
Identifying Duplicates Using EST Data section for a description.

Phylogenetic Tree Reconstruction

A range of phylogenetic methods apply to molecular data and include (1) distance
methods, (2) parsimony methods, and (3) likelihood methods, which are packaged
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either individually or together in software such as PHYLIP (Felsenstein 1989) or PAML
(Yang 1997). Trees are tested with more than one phylogenetic method for consistency
before extrapolating any information. Reconstructing trees is hampered by the observa-
tion that the true evolutionary difference between two sequences is obscured by mul-
tiple mutations at the same site (Graur and Li 2000). These rapidly evolving sites would
cause estimates of evolution to be underestimated. However, various models have been
developed to estimate the true difference between sequences based on amino acid sub-
stitution matrices such as PAM and BLOSUM or gamma correction (Gu and Zhang
1997) where more weight is given to changes at slowly evolving sites.

The resulting trees are usually tested for accuracy using bootstrapping (Felsenstein
1985). Bootstrapping tests whether the whole dataset supports the tree or whether
there is a slightly better tree compared to many alternatives. This is done by taking
random subsamples of the dataset while allowing repeat sampling of sites. The fre-
quency with which various parts of a tree are reproduced in each of the random
samples is calculated and reported as a percentage. Bootstrap values of 70% or higher
are likely to indicate reliable groupings (Hills 1994). Another problem encountered
with tree accuracy is that of long-branch attraction and refers to the tendency of
highly divergent sequences to group together in a tree regardless of their true rela-
tionships. Reasons for, and possible solutions to long-branch attraction have been
reviewed by Baldauf (2003) and Felsenstein (1985).

High-throughput Screening of Tree Topologies

The large numbers of trees that are generated by a genome scale analysis of dupli-
cated genes require adequate storage in a reusable format. Trees are represented in a
computer-readable form using the NEWICK format. The rooted tree in Figure 28.2a
can be represented in NEWICK format as follows: (Fly:4.0, (Fugu:2.0, (Human-
1a,Human-1b):7.0)) where branch lengths are indicated by numbers preceded by
colons, and internal nodes are represented by a pair of matched parentheses. The
bioperl open source initiative (Stajich et al. 2002) maintains a collection of PERL
wrappers that facilitates automated phylogenetic tree construction for high through-
put analysis. Additional PERL routines exist to manipulate and extract data from the
NEWICK trees. Many of these routines can be modified to identify species-specific
topologies as depicted in Figure 28.2a.

Dating Duplicate Genes

A large proportion of duplicate genes created around the same time is strong evidence
that the gene duplicates were created by a single event. A variety of methods can be
harnessed to date duplicate genes, which are described in the following sections.

Dating Based on Synonymous Substitution Rates (Ks)

Given that natural selection acts mainly on protein sequences, synonymous codon
positions are thought to be free from selection and therefore accumulate changes at a
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neutral rate similar to the mutation rate (Li 1993). By assuming that the number of
silent substitutions increases approximately linearly with time for two homologous
sequences, the relative age distribution of gene duplicates within a genome can be
inferred indirectly from the distribution of Ks values (Blanc and Wolfe 2004a).

Time of divergence (T) since duplication between sequences is calculated using the
formula:

T � Ks/2� where,
Ks � synonymous substitutions per synonymous site
� � mean rate of synonymous substitution. (28.1)

Synonymous substitutions have been used extensively to estimate when duplication
events occurred (Simillion et al. 2002, Blanc et al. 2003). However, one caveat needs
to be considered, namely, substitutions used in dating require small values for Ks (low
level of sequence divergence). Ks values � 1 for a gene pair means that there are
potentially large inaccuracies in divergence estimates due to multiple substitutions at
the same site.

The interpretation of a distribution of Ks values can be described by a L-shaped
curve because the process of duplications and gene losses occur randomly and at a
steady state (Figure 28.3) (Blanc and Wolfe 2004a). An initial peak of duplicates is
contained in the younger class of genes. Over time, there is an elimination of dupli-
cates resulting in an exponential decrease of density along with increasing age (Lynch
and Conery 2000, 2003; Blanc and Wolfe 2004a). Finally, the distribution tapers off
accounting for those duplicate pairs that are evolving under selective constraints
(Prince and Pickett 2002). In the case of Arabidopsis, a secondary peak would be
observed due to a second and possibly a third ploidy event. Similar, Fugu-specific
duplications would be separated from ancient vertebrate duplicates.

Calculating the Ks values required to plot the above distribution curve requires a
maximum likelihood (ML) procedure in the PAML package (Yang 1997). These rates
can be sensitive to rates of transitions and transversions when the sequence diver-
gence is high. Therefore, species-specific estimates of transition/transversion bias are
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Figure 28.3. Theoretical age distributions of pairs of duplicated genes in a genome. (i) Most
recent duplicated genes, (ii) Exponential decrease of duplicated genes due to gene loss, (iii)
Secondary peaks corresponding to ancient large-scale duplication events, and (iv) Flattened
tail due to older duplicate genes under selective constraints. An expansion of this distribution
and supporting data can be obtained from Blanc and Wolfe (2004b).



first obtained from fourfold redundant sites in pairs of sequences that are similar
enough to exclude multiple substitutions at the same site.

Dating by Analysis of Phylogenetic Trees

Duplicates that are mapped onto a phylogenetic tree can pinpoint whether the dupli-
cation events happened before or after a speciation event. For example, evidence in
favor of duplicate genes created after a speciation event (S1) but before a second spe-
ciation event (S2) suggest that large-scale duplication events occurred between these
two speciation events (Figure 28.1). This relative dating approach has been applied to
ray-finned fish (Taylor et al. 2003, Van de Peer et al. 2003, Christoffels et al. 2004).

Genes that were created by two rounds of duplications show a topology as shown in
Figure 28.2b, namely [(A�B) (C�D)]. There are many examples where the tree topol-
ogy does not resemble [(A�B) (C�D)] because phylogenetic tree reconstruction
methods are susceptible to genes that show unequal rates of evolution (Figure 28.2c).
For example, Friedman and Hughes (2001) showed that 76% of four-member families
had topologies as depicted in Figure 28.2c. They concluded that two rounds of genome
duplications were unlikely. However, Gibson and Spring (1998) argue that the absence
of a 2 + 2 topology could reflect the absence of sufficient phylogenetic signals particu-
larly when two duplication events are separated by 10 million years.

Dating Using Linearized Trees

Linearized trees can be used when the timing of a speciation event is known. Trees are
reconstructed under the assumption of equal rates of evolution in different lineages
(Takezaki et al. 1995). Relative-rate and branch-length tests for rate heterogeneity are
applied to the trees to test for deviations from those assumptions of a constant molec-
ular clock. Slower or faster evolving sequences are removed so that trees are recon-
structed using data from sequences that evolve at the same rate. The divergence node
for a pair of duplicate genes is compared with a calibration point or speciation event,
to infer the age of the paralogous genes (Figure 28.4). This methodology has been
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Figure 28.4. Linearized tree displaying a duplicated gene in Fugu rubripes. All species in the
linearized tree are evolving at the same rate. Divergence of the two Fugu duplicate genes (T1)
can be inferred from the land and fish vertebrate split (450 Mya � T2).
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recently applied to the dating of Fugu-specific duplicate genes, and clearly showed a
large-scale event around 350 million years ago (Christoffels et al. 2004, Vandepoele
et al. 2004).

Paralogon Detection

Paralogons represent different chromosomal regions that share a set of paralogs.
Specifically, paralogons can be defined according to the number of duplicated genes
they contain (sm) and the number of unduplicated intervening genes allowed (d)
(Figure 28.5). An analysis of the arrangement of paralogons can shed light on the
type of duplication events that have arisen in a duplicated genome. For example,
well-studied paralogous chromosomal segments include the Hox clusters. The existence
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Figure 28.5. Algorithm for identifying paralogons using only gene content. (i) Algorithm
starts by identifying a pair of homologous genes on two chromosomal segments that serve as
the first anchor point (filled shapes). (ii) Search in both directions from the first anchor point
for two more homologous genes that are separated from the first homologous pair by a distance
d�2 (i.e., two unrelated genes away from the first anchor point). (iii) A paralogon is generated
when the distance between homologous genes on the same chromosome segment exceed a
threshold d�2. The process is then repeated with the search for a new anchor point to mark the
start of a new paralogon. In practice d ranges from 10–30 unrelated genes.
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of four Hox clusters in mammals and one cluster in invertebrates supports the model
that a duplication event occurred before the origin of the vertebrates. Extrapolating
these duplication events to a whole genome duplication event require paralogons to
be identified throughout the genome. Paralogons should comprise duplicates that are
not randomly distributed in the genome. Algorithms to identify paralogons can be
divided into those algorithms that consider gene content (McLysaght et al. 2002,
Cavalcanti et al. 2003, Christoffels et al. 2004) and those that rely on both gene order
and gene content (Vandepoele et al. 2004).

Algorithm Relying on Gene Content Only

The algorithm proceeds as follows: Two homologous genes on different chromosomal
segments also referred to as anchor points are identified (Figure 28.5). The segments
are searched in both directions for two other homologous genes that are located on
the same segments at a specified distance � d from the first gene pair (Figure 28.5
where d � 2). The second pair of genes is then added to the first to increase the clus-
ter of genes. These clusters are used to pinpoint homologous segments in the genome.
A paralogon is delineated when the distance between homologous genes exceeds
threshold � d (Figure 28.5). Genome segments are sensitive to distances between
homologous gene pairs. At least 500 statistically significant paralogons of sm �= 3
with d ranging from 10–30 were identified in 79% of the human genome (McLysaght
et al. 2002, Panapoulou et al. 2003). The even distribution of paralogons in the human
genome lends itself to have arisen by whole genome duplication rather than segmen-
tal duplications that are found to be preferentially located near telomeres (Bailey et
al. 2002). Similarly, 7% of the Fugu genome was covered by Fugu-specific paralogons
(Christoffels et al. 2004). The accuracy of paralogons can be enhanced by mapping
phylogenetically defined duplicate genes to the paralogons.

Algorithm Relying on Gene Content and Gene Order

This algorithm has been used successfully on the Arabidopsis and Fugu genomes
(Vandepoele et al. 2002, Vandepoele et al. 2004). The algorithm also starts with the
identification of homologous gene pairs close to two different segments in the genome.
The order of genes in this segment together with the distance covered by the homolo-
gous gene pairs affects the statistical significance of the identified segments (i.e.,
whether these segments could be identified by chance). The algorithm is as follows:

1. Chromosomes are represented as gene lists, and lists are sorted according to chro-
mosome positions.

2. Within a list, identify homologous genes on other chromosomal segments using
similarity scores (identified by BLAST).

3. Homology information is stored in a matrix.
4. Identify collinear regions on the diagonal lines in the matrix.

Identifying the diagonals or paralogons for these algorithms requires consideration
of two parameters. First, the intervening genes refer to the number of nonhomologous
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genes that separate two anchor points or homologous genes on a chromosomal seg-
ment (parameter d, Figure 28.5). Segments corresponding to ancient duplications are
affected by gene loss and rearrangements resulting in variable distances between
homologous chromosomal segments. Second, the probability of finding putative par-
alogons has to be tested for statistical significance (i.e., can these paralogons appear
by chance in a randomized genome?).

The homology matrix (Step 3 above) provides a visual method of identifying useful
information. Tandem duplicates appear as horizontal or vertical lines. Inversions are
identified on the diagonals with opposite direction, and insertions correspond to gaps
in the diagonal regions (result of translocations or gene loss).

Identifying Duplicates Using EST Data

ESTs represent single-pass reads that are fragmented and as a result require cleaning
prior to construction of gene indices or EST clusters (Adams et al. 1991). In practice,
vector contamination and low quality sequences are removed from ESTs followed
by clustering with tools such as TIGR assembler (Quakenbush et al. 2001) or STACK-
PACK (Miller et al. 1999, Christoffels et al. 2004). A consensus sequence for each
EST cluster is used to identify paralogs within a species and orthologs between species.

In the absence of genomic sequences, EST data have been leveraged successfully
in identifying gene duplicates and calculating the relative age distribution of these
duplicates (Van der Hoeven et al. 2002, Blanc and Wolfe 2004a). Using EST data to
calculate the age of duplicate events can result in overestimation of the fraction of
recent duplication events due to the fragmented nature of the EST data. However,
these relative age distributions provide information on the occurrence and timing of
large-scale duplication events without comparing the distributions in a quantitative
way (Blanc and Wolfe 2004a).

Paralog identification, using EST sequences, within a species is carried out by an
all-against-all nucleotide sequence similarity search using BLASTN. Sequences that
are aligned over �300 base pairs (bp) and showing at least 40% identity are defined as
pairs of paralogs. Putative orthologs between species A and B are identified using
reciprocal BLAST and requiring sequences to be aligned over �300 bp.

Calculating Substitution Rates Using ESTs

The EST consensus sequences contain sequencing errors that can result in
frameshifts and these sequences might not have any annotated open reading frames
(ORF). Prior to estimating the level of silent substitutions, EST alignments are
improved as follows: For each paralogous sequence pair, BLASTX searches are used
to find protein hits in GenBank. Significant hits are identified as alignment lengths
longer than 99 amino acids with an e-value smaller than 1e�15. Nucleotide sequences
are then translated with GeneWise (Birney et al. 1996) using the protein sequence as
a guide. The translations for the two paralogs are then aligned using a Smith-Water-
man algorithm with the resulting alignment used as a guide to align the nucleotide
sequences. Gaps are removed from the alignment including N-containing codons and
the Ks values calculated on the final alignment.
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A caveat concerning the use of paralogs derived from ESTs is that multiple entries
for the same gene can be present which results in redundant Ks values. ESTs for the
same gene could be splice variants, and the corresponding Ks would be zero. In prac-
tice, one sequence of a pair of paralogs is discarded when Ks = 0 together with all Ks
values attached to this sequence.

Considering the alignment quality is important because of the inherent noise
in poorly aligned EST sequences. A number of heuristics must be implemented to filter
poorly aligned regions so that larger datasets can be analyzed. These heuristics are
based on the principle that positions flanking an aligned gap are potentially of low qual-
ity and therefore these flanking positions are removed together with alignment gaps.

The following heuristic can be applied to large-scale analysis of alignments of
ESTs. Aligned regions in the BLASTX protein alignments (described above) are
scanned until a gap is encountered. Sequence on either side of the gap is discarded
until a pair of identical amino acids is encountered. Sequences are retained provided
at least one out of six amino acids in the alignment are identical. The final alignments
are used to retrieve nucleotide regions that are then aligned.

Assessing the Functional Divergence of Duplicate Genes

A number of possible outcomes exist for duplicate genes that are retained in a
genome including (1) new function acquired by a gene copy (i.e., neofunctionaliza-
tion) or (2) copies retain a subset of the functions of the ancestral gene (i.e., subfunc-
tionalization) or (3) one copy is lost over time (i.e., nonfunctionalization). See Lynch
and Conery (2000) and references therein. Quantifying these outcomes can be diffi-
cult as genes exert their biological effects in different ways including interactions with
other DNA or proteins, expression in different locations for genes with the same
function. However, the Gene Ontology (GO) classification scheme provides a
method of relating gene functions to loss or retention of duplicate genes. In particu-
lar, the GO consortium provides a standardized vocabulary to describe gene functions
as defined in three categories namely molecular function, biological process, and cel-
lular compartment (Ashburner et al. 2000). These GO terms can be mapped to genes
within an annotated genome to show that a subset of genes (i.e., duplicated genes are
not evenly distributed in GO functional categories, suggesting nonrandom loss or
retention of duplicated genes that is influenced by the function of the proteins they
encode). For example, several regulatory functions and transporter activities were
found overrepresented suggesting a mechanism of increasing complexity of regula-
tory networks (Blanc and Wolfe 2004b).

An alternative method of addressing functional divergence for duplicate genes esti-
mates the rate of asymmetrical protein evolution. In particular, an outgroup is identified
for each duplicate pair of genes using reciprocal BLAST as outlined in the Identification
of Duplicate Genes section. The triplet sequences are aligned, and the maximum likeli-
hood estimates are computed under two competing models of evolution. The first
model allows all sequences to evolve at their rate while the second model restricts
sequences to evolving at clock-like rates (i.e., the length of branches leading from one
node to the duplicate proteins are forced to be equal). Twice the difference of the log
likelihood [2 � Ln(no constraint) � Ln(clock)] follows a chi-square distribution with one
degree of freedom (Goldman and Yang 1994). A probability is attached to the null
hypothesis that the two duplicate protein sequences are evolving at the same rate.
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Exploiting the wealth of gene expression data available through microarray analy-
ses, Blanc and Wolfe (2004b) tested whether gene expression diverged between genes
that were retained as duplicates. In their study, Blanc and Wolfe analyzed 1,557
expression profiles for Arabidopsis. The Pearson correlation coefficient (r) was calcu-
lated as a proxy for divergence of gene expression patterns in gene duplicates. In the-
ory, paralogous genes will have a correlation coefficient of 1.0 immediately after a
ploidy event. As expression profiles diverge, the r-value decreases. Firstly, r was meas-
ured for all duplicate gene pairs. Next, they measured r for 10,000 randomly chosen,
nonduplicated genes to determine a statistically significant cut-off point. For the
10,000 randomly chosen gene pairs, 95% of the correlation coefficients were �0.52.
Therefore, any pair of duplicate genes with an expression profile of r �0.52 was con-
sidered to have a diverged expression profile. These diverged expression profiles
combined with asymmetrical protein evolution data outlined in the previous para-
graph suggests that duplicates have acquired divergent functions.

Conclusion

Techniques to analyze duplicated genomes, as outlined in this chapter, have matured
over the years and provide a toolkit for the analysis of sequenced or partially
sequenced genomes to better understand the impact of genome duplication in verte-
brate evolution. Currently, four teleost genomes have been completely sequenced.
However, with some 24,000 species, teleosts represent the largest group of verte-
brates and are unlikely to be sampled by many completely sequenced genomes.
Leveraging fragmented sequence data such as ESTs will, in the future, become impor-
tant when trying to understand the impact of duplicated genomes within teleost
species as more and more fish genomes are sampled by EST technologies.
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Chapter 29
Bivalve Genomics: Complications, Challenges,
and Future Perspectives

Jason P. Curole and Dennis Hedgecock

“Looked at as a question in natural history, the oyster problem is very simple. The
demand has outgrown the natural supply, but it is easy to increase the supply indefi-
nitely by oyster culture, and this is all that is needed.”

William K. Brooks on the overharvesting of oysters in Chesapeake Bay, 1905

Introduction

The world’s marine fisheries are in severe decline, primarily as a result of overharvest-
ing. As worldwide population expands, stress on resources will only increase; indeed,
because of overfishing, some fisheries are now tightly regulated and others have been
closed altogether. In addition to the loss of a fishery, severe declines in fishery species
can have radiating impacts on ecosystems (Pauly and Maclean 2003). One iconic
example of a species that has suffered from overfishing and whose loss has led to sig-
nificant impacts on its native habitat is that of the eastern oyster, Crassostrea virginica,
in Chesapeake Bay.

The overwhelming significance of the oyster—economically, ecologically, and as
a cultural icon—is highlighted by the devastation of the oyster population in
Chesapeake Bay to what is currently estimated as 1% of its original abundance. The
collapse of the oyster industry in Maryland and Virginia has led to controversial
proposals to introduce a nonnative oyster species as a solution to the environmental
and economic crises (National Research Council 2004). The loss of oysters is a loss of
their capacity to filter and to help control algal populations in these coastal estuarine
waters (Newell 1988, Wetz et al. 2002). Although fishing pressure has decreased from
its peak in the early twentieth century, diseases (primarily Dermo and MSX) have
maintained an intense pressure on populations, in such a way that abundance has con-
tinually declined. The reestablishment of a sustainable, vigorous oyster fishery on the
East Coast of the United States may be aided by genomic approaches to understand
the devastating effects of diseases and stress.

As early as 1891, Brooks argued for the use of aquaculture as a means to relieve the
fishing pressure on the natural populations in Chesapeake Bay (Brooks 1905).
Although growth in molluscan aquaculture production has slightly lagged behind that
of overall aquaculture growth, in 2002 worldwide molluscan aquaculture accounted
for 11.8 million tons of production, second only to freshwater fish, with a value of
$10.5 billion (FAO Fisheries Department 2004). Altogether, bivalve aquaculture
accounted for 26.1% of total aquatic production (Table 29.1), with other molluscs
adding an additional 9.4%. In addition, freshwater molluscs accounted for 633,000
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tons of inland capture fisheries, nearly equivalent to that of cichlids (including tilapia)
and freshwater crustaceans. Clearly there is a substantial economic incentive for
increasing molluscan aquaculture production.

In the paragraph immediately following Brooks’ simple answer to the oyster
problem, he suggests that, as a practical matter, increasing oyster production is any-
thing but simple. Despite this difficulty, aquaculture production of oysters has clearly
grown. The Pacific oyster Crassostrea gigas has the highest annual worldwide produc-
tion of any marine or freshwater species, at about 4.2 million tons in 2002. As world-
wide capture fisheries plateau (or decline), growth in aquaculture is necessary if
worldwide seafood demands are to be met without destroying fisheries stocks (FAO
Fisheries Department 2004).

Aquaculture and restoration are two of the primary motivating factors underlying
the use of genomics for the oyster model. As additional bivalve fisheries grow, they
will face the same questions and difficulties faced by the oyster community. Indeed,
the market for geoduck (Panope abrupta) has recently and rapidly grown (Davis
2006), but genetic and genomic resources for this species lag. In this chapter, we will
review past and present genomic efforts and issues unique to bivalves and make
suggestions for future researchers to avoid pitfalls.

Complications as a Result of Extremely High Fecundity

The enormous fecundity (106–108 eggs per female per season) and high larval mortal-
ity of most marine animals, including bivalves, makes them fundamentally different
from the more familiar and well examined animal models (10–10,000 eggs per female,
lifetime). Thirty years ago, Williams (1975) argued in his Elm-Oyster model that sex-
ual reproduction and genetic diversity are favored to a much greater degree in high
fecundity species than in low fecundity species. Species with high fecundity likely gen-
erate more mutations than low fecundity species, because of the large number of cell
divisions required to produce millions or billions of gametes (cf. to the argument for
male-driven evolution in humans) (Li et al. 2002). The consequences of high fecun-
dity were observed in the earliest genetic studies of bivalve populations, which discov-
ered high levels of protein polymorphism, heterozygote deficiency, and correlations
of individual heterozygosity with fitness-related traits, such as size-at-age. These
unique biological phenomenon remain at the heart of bivalve genetics, with recessive
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Table 29.1. Aquaculture production of various categories of molluscs as reported by FAO
Fisheries Department.

Production Proportion Annual 
Species (million tonnes) of total (%) growth (APR)

Oysters 4.32 10.8 3.9
Misc. marine molluscs 3.74 9.4 14.3
Clams, cockles, arkshells 3.43 8.6 14.1
Mussels 1.44 3.6 2.7
Scallops, pectens 1.23 3.1 3.1
Freshwater molluscs 0.013 0.03 14.6



lethals leading to distortion of Mendelian ratios in controlled crosses and a high
frequency of null alleles leading to inaccurate genotyping.

Challenges as a Result of High Rate of Polymorphism

Protein polymorphism for bivalves was long ago found to be among the highest for
animals: average allozyme heterozygosity is greater than 20%, three to four times the
mammalian average (Buroker et al. 1979, Fujio 1982, Hedgecock and Sly 1990). The
complications of high genetic polymorphism manifest as nonreactive, null allozyme
alleles (Mallet et al. 1985, Foltz 1986), and abundant nonamplifying, PCR-null alleles
for many DNA markers (Hu et al. 1993, McGoldrick et al. 2000, Vadopalas and
Bentzen 2000, Launey and Hedgecock 2001, Reece et al. 2001, Sekino et al. 2003,
Reece et al. 2004, Astanei et al. 2005, Sato et al. 2005). In the Pacific oyster, null alle-
les are segregating at over half of the approximately 100 loci tested in mapping fami-
lies, even though microsatellites and families were from the same natural population
(Li et al. 2003, Hedgecock et al. 2004a). In addition, cross species transfer of DNA
markers is limited, as cross-specific polymerase chain reaction (PCR) amplification
decays rapidly with evolutionary distance, so that only one in eight Pacific oyster
markers amplifies from the eastern oyster, which diverged �5 million years ago. This
decay in cross-specific amplification exceeds that observed across genera or even fam-
ilies of vertebrates (Schlötterer et al. 1991, Garza et al. 1995, Pépin et al. 1995,
Fitzsimmons et al. 1995, Rico et al. 1996) or species of Drosophila (Harr et al. 1998,
Colson et al. 1999, Noor et al. 2001, Huttunen and Schötterer 2002), suggesting rapid
rates of sequence evolution in PCR primer binding sites.

In the context of controlled crosses, null alleles are a minor complication. Nonam-
plifying alleles are often identified when the expected Mendelian ratio (based on
parental genotypes) does not fit with the predicted genotypes of the offspring from a
controlled cross. A simple and common case is the progeny of AB � Aø parents. The
parents present as an AB heterozygote and an AA homozygote, and, as expected,
one-half of the progeny are phenotypically A (AA or Aø); however, only one-quarter
are AB and the remaining quarter show only the B allele indicating that a null allele
must be segregating. In contrast, null alleles are a significant issue for population
genetic work in bivalves, because failure to identify null heterozygotes (e.g., the Aø
heterozygote mentioned above) leads to inaccurate genotyping and an, often signifi-
cant, excess of homozygous classes. Thus, they will likely be an issue for natural popu-
lation association studies that are common for model organisms. Whether single
nucleotide polymorphisms (SNP) present in coding loci will prove more robust is
unclear at this time, but many oyster biologists hope that SNPs will overcome the
uncertainties of null alleles.

Inbred Lines, Phenotypes and Pedigree Analysis

Controlled crosses (particularly using inbred lines) provide an opportunity to manip-
ulate the genotype and, combined with genomic approaches, provide powerful means
for dissecting complex, multifactorial phenotypes, such as disease and stress resis-
tance, growth, and survival. Disease resistance is of great interest in restoration of the
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Figure 29.1. Size variation in inbred and hybrid C. gigas larvae. Upper graph: Size at day 6 for
18 crosses relative to the slowest growing family in each cross. �-hybrid larvae, o-inbred larvae.
Dashed line represents the fastest growing inbred family across all crosses. Data from Pace
et al. (2006); Curole unpublished data; Meyer and Curole unpublished data.

Figure 29.2. Size at day 136 post-fertilization for 10 families of inbred and hybrid C. gigas rel-
ative to the slowest growing family for in cross. �-hybrids, o-inbreds. Data from Hedgecock and
Davis (2006).
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American oyster; stress resistance, growth, and survival are of greatest interest in the
Pacific oyster, the primary bivalve aquaculture species.

Growth heterosis, or hybrid vigor, in bivalve molluscs has a long and storied
history, founded primarily on early observations of correlations between allozyme
heterozygosity and particular fitness-related traits in wild-caught populations
(Zouros and Foltz 1987, Britten 1996). Size-at-age is the most commonly used metric,
with significant correlations between heterozygosity and shell length or gross weight
at a particular time point in the life cycle (Fujio 1982, Gaffney and Scott 1984, Koehn
and Gaffney 1984, Foltz and Chatry 1986, McAndrew et al. 1986, Koehn et al. 1988,
Zouros et al. 1988, Gosling 1989, Gaffney 1990, Pogson and Zouros 1994, Zouros and
Pogson 1994). The Pacific oyster provides an animal model for studying heterosis, a
phenomenon more evident in plants and underlying the improvement of most crops
(Gowen 1952, Crow 1998); however, the fundamental genetic cause and underlying
mechanisms of heterosis have eluded researchers for decades (Birchler et al. 2003).
An experimental genomic approach now offers the possibility to understand this
phenotype and harness this understanding to increase production.

In an effort to establish a breeding program, investigators have developed approxi-
mately 50 inbred lines for experimental crosses from the naturalized population of
C. gigas in Dabob Bay, Washington (Hedgecock 1994), using self and brother-sister
mating (Hedgecock et al. 1995). The third inbred generation (G3) of inbred lines was
propagated in 2004 to produce the G4, which has an expected inbreeding coefficient
of 0.59. Factorial crosses of inbred lines showed that oysters exhibit heterosis for both
growth and survival (yield), experimentally validating the aforementioned years of
work associating growth with heterozygosity (Hedgecock et al. 1995). Heterosis for
yield and size-at-age has been observed repeatedly, across generations and inbred
lines (Figures 29.1 and 29.2) (Hedgecock and Davis 2006). In addition, 24 of the
34 hybrids (71%) presented in Figure 29.1 show a greater relative size at day 6 than
the largest inbred across all crosses. Controlled crosses have revealed other similari-
ties with agricultural crops (in particular, maize). Notably, hybrid populations show
significantly less variance in size (analysis of variance [ANOVA] of standard devia-
tions at day 6, F = 23.2, P = 5.8 � 10�6; Figure 29.3), which means that for larvae a
majority of the population is simultaneously reaching the settlement stage, therefore
maximizing yield at seed-set. Controlled crosses have also facilitated the elucidation
of the physiological mechanisms of heterosis (Hedgecock et al. 1996, Pace et al. 2006),
an aspect of this phenotype that has eluded researchers.

Crossbreeding inbred lines of oysters to produce hybrids holds great promise for
increasing the yields of farmed Pacific oysters (Hedgecock and Davis 2000). Factorial
crosses among inbred lines produce F1 hybrids for yield traits (progress reports at
http://www.hmsc.orst.edu/projects/wrac) (Hedgecock and Davis 2006), and the most
promising crosses are then reproduced at a commercial scale. Hybrids are currently in
commercial production on the U.S. West Coast (JP Davis, Taylor Resources, personal
communication).

Disease-resistant selected strains have been developed for the eastern oyster.
Several strains are available (National Research Council 2004), including the DEBY
strain, which has been deployed in the Chesapeake. Many of these strains show signif-
icant increases in survival after disease challenge, with the greatest increase following
the first generation of selection. In field trials, the DEBY strain shows anywhere from
one-quarter to one-half the mortality level of local controls (Ragone Calvo et al.
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2003). Strains are generally maintained through a mass spawn of selected individuals
as opposed to pairwise crosses. This approach is haphazard and can lead to the unin-
tentional loss of genetic diversity in these lines (Hedgecock et al. 1992), which may
ultimately result in inbreeding depression.

The greatest difficulty in dealing with inbred oyster lines or selected broodstock is
maintaining separate populations. Although great effort is taken to keep lines sepa-
rate by growing the animals in different tanks, wellers, and bags, cross contamination
is a fact (Mallet et al. 1985, Foltz 1986, Zouros et al. 1994, Li and Guo 2004). Over
4 years of genotyping for WRAC broodstock, an average of 14.7% of broodstock
animals were excluded from crosses because they were either verified contaminants
or insufficient genotype information was available to determine provenance
(Table 29.2). Based on these data, it should be clear that an unlucky choice of animals
could result in crossing of full-sibs when a hybrid cross is intended, leading to a signif-
icantly reduced yield. Even worse, contamination of a line or broodstock is a possible
outcome; this has serious implications for a broodstock program, especially if lines
have been specifically bred for disease resistance as they are for the eastern oyster.
The solution to this issue is broodstock genotyping, a must for any hatchery breeding
program. Ideally, a set of highly variable hatchery markers is established, genotyping
methods are standardized, and tissues are preserved for all broodstock. Prior to
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Figure 29.3. Density estimate of standard deviation of size-at-age for crosses presented in
Figure 29.1. Solid line-hybrids, dashed line-inbreds. Standard deviations were subjected to ker-
nel density estimation using the density function in the statistical program R (R Development
Core Team 2006).



spawning, potential broodstock candidates are genotyped to validate their pedigree
and only spawned after validation. As a rule of thumb, 10–12 individuals per line
should be screened and genotyped to guarantee at least one ripe male and female.
The importance of pedigree validation cannot be overstated.

Linkage Maps

One of the most fundamental genomic approaches is the generation of a genetic link-
age map, as described in Chapter 10, because linkage maps are ideal for identifying
quantitative trait loci (see Chapter 11). Prior to the advent of DNA markers,
allozymes were used in the hope that an allozyme locus might be linked with a partic-
ular phenotype of interest. Minimal linkage groups were generated from the handful
of allozymes that co-segregated; full linkage maps were not feasible with allozymes
because of the paucity of loci. Early efforts with allozyme loci in crosses of wild
bivalves discovered significant distortions of Mendelian segregation ratios. These dis-
tortions are the result of a high genetic load at least in the Pacific oyster, but likely in
other bivalves as well with a minimum of 15–20 recessive lethal mutations per oyster,
about 5 times the genetic load of a human or fruit fly (Launey and Hedgecock 2001,
Bucklin 2002). A high genetic load resolves two aforementioned issues in bivalve
genetics: distortions of Mendelian inheritance ratios in lab-reared progeny of wild
parents (Wada 1975, Beaumont et al. 1983, Foltz 1986, Hu et al. 1993, McGoldrick
and Hedgecock, 1997, McGoldrick et al. 2000, Reece et al. 2004) and the correlation
of heterozygosity with fitness related measures in natural populations. These phe-
nomena are uncommon or nonexistent in terrestrial animals (Houle 1989, Britten
1996). High mutational load further accounts for severe inbreeding depression and its
converse, hybrid vigor (heterosis), in experimental crosses (Lannan 1980; Hedgecock
et al. 1995, 1996; Evans et al. 2003).

Distortion of Mendelian ratios (the result of recessive lethals) at individual loci
does not significantly affect linkage mapping, but in combination, two linked loci that
affect viability can cause difficulties (see Hackett and Broadfoot 2003 for details).
Linked lethal recessives have been observed in the Pacific oyster (Bucklin 2002), but
are less frequent than unlinked lethals. Despite these potential complications, frame-
work linkage maps of more than 100 microsatellite DNA markers have been
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Table 29.2. Broodstock contamination. Contaminants have genotypes at several loci that are
incompatible with parent or control genotype. Uncertain are individuals with insufficient geno-
type information to determine provenance. Six microsatellite markers were used in 2001 and
2002. Eleven microsatellite markers were used in years thereafter.

Year Tested No. of contaminants Uncertain

2001 164 8 1
2002 203 11 11
2003 339 37 53
2004 272 23 0
Total 978 79 65
Percent rejected 8.1% 6.6%



published for the Pacific oyster (Li et al. 2003, Hubert and Hedgecock 2004). Consen-
sus maps have 10 linkage groups, in accord with the haploid chromosome number,
cover 70–80% of the Pacific oyster genome, and have marker densities so that the
expected distance of a new gene to the nearest marker on a map is 4 to 6 map
units (centiMorgans [cM]). Consistent with the high levels of genetic polymorphism,
linkage maps for the Pacific oyster show significant differences among families in
recombination rate and, more significantly, gene order. These differences suggest
polymorphism for the distance between markers as well as for chromosomal
rearrangements in the Pacific oyster (Hubert and Hedgecock 2004). An advantage of
maps from multiple families is the ability to map a locus by synteny (e.g., if marker x is
between markers y and z in family 1, then one can infer that it is between markers
y and z in other families where marker x is not segregating); however, because of the
polymorphism in marker location, one should be cautious in inferring the location of
markers across families.

Amplified fragment length polymorphism (AFLP) maps of 341 markers (Hedgecock
et al. 2004b) and 119 markers have also been generated (Li and Guo 2004). Because
of the high levels of Mendelian distortion in the Pacific oyster, AFLPs are not as use-
ful as in species with limited distortion (Li and Guo 2004). An AFLP map with three
microsatellites and one Type I marker is also available for the eastern oyster (Yu and
Guo 2003). This map has good coverage because of the use of AFLPs, and revealed
lower levels of segregation distortion than in the Pacific oyster. Unfortunately, AFLPs
have major weaknesses because they are anonymous dominant markers that are spe-
cific to a cross and, because of their anonymous nature, are nontransferable to other
crosses. Each cross also produces two maps, one for each parent, which can be diffi-
cult to reconcile. The dominant nature of these markers also makes it impossible to
estimate genetic effects at quantitative trait loci, a significant complication if the goal
is understanding complex production traits. Despite the relative ease of generation of
a large number of AFLP markers (compared with microsatellites), codominant
microsatellite loci are superior for map construction.

Tissue Preservation

Preservation of tissue has emerged as an important issue, because genomic work
requires the use of intact, good-quality DNA. Adult tissues are easily preserved in
ethanol for later DNA extraction, but it is best to perform high-quality DNA extrac-
tions as soon as possible because the tissue degrades and loses structure over time.
Although more expensive, commercially available kits produce high-quality DNA
extractions that are stable over time; this cost may be justified if the sample is impor-
tant (e.g., broodstock parents or mapping family tissues).

Larvae and spat present a much greater obstacle. If placed directly in ethanol, lar-
vae and spat will simply close their valves and undergo anaerobic metabolism, essen-
tially digesting themselves until death, leaving poor quality tissue and DNA. This
effect is minimized to some extent if larvae are killed immediately by adding formalin
or bleach directly to seawater containing swimming larvae and then preserved
in ethanol. Again, it is best to extract DNA from larvae as soon as possible, because
tissue degradation likely begins immediately after preservation, and after time,
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extractions produce little to no DNA. We have had the greatest success by killing
larvae and then immediately aliquoting individual larvae into extraction buffer in a
96-well plate and preserving at �80°C. Plates prepared in this manner show greater
PCR amplification success.

QTL Mapping of Performance Traits

By consolidating mapping efforts, the oyster community has initiated the establish-
ment of F2 families as reference material for genotyping. As indicated above, the
order and location of markers may vary across families, so that a map should be made
for each family. The availability of DNA and a linkage map for a reference family,
onto which loci can be mapped, should reduce the number of orphan loci (loci that
have been genotyped but can not be placed on a linkage group).

With the development of genetic linkage maps, mapping of quantitative trait locus
has moved forward. QTL have been identified for three phenotypes in the Pacific oys-
ter: shell shape, shell color, and growth. A single, additive quantitative trait locus
(QTL) explains 32% of the variance in pigment saturation of the left valve (Hedgecock
et al. 2006a), supporting the observation that shell and mantle edge color are herita-
ble in C. gigas (Brake et al. 2004). Two QTL, one of which also explains 32% of the
variance, were identified for a left bend in the dorsal-ventral growth axis (Hedgecock
et al. 2006a). Four QTL residing on three linkage groups have been identified for ini-
tial size, growth curve inflection, and growth rate (Hedgecock et al. 2004b). Domi-
nance appears to play a role in growth, as it does in survival via recessive lethals,
with all growth QTL showing dominance. There is also some evidence for epistasis
between QTL on two different linkage groups. At least two significant QTL for
growth map to linkage groups with significant Mendelian distortion. Although
Mendelian distortion does not appear to impact the ability to identify QTL, separat-
ing the effects of a QTL for the phenotype of interest from the effects of recessive
lethals may prove a formidable task. At loci tightly linked to the recessive lethal, the
frequency of one homozygote class is significantly less than the other genotypic
classes (or possibly completely absent), reducing the power to detect differences
between genotypic classes. Although it might be reasonable to expect that the reces-
sive lethal is the locus responsible for differences in growth, proving this may be very
difficult. Additionally, this is probably not a reasonable expectation for other pheno-
types, such as shell color or sex.

Disease-resistance QTL have also been identified for the eastern oyster (Yu and
Guo 2006). At this time, phenotyping for disease resistance involves genotyping a sub-
set of animals prior to exposure, exposing them to disease in the field, and genotyping
a subset of survivors. Deviations from Mendelian ratios before and after disease expo-
sure are then used to identify putative disease-resistance QTL. Using this approach, 12
QTL across two families were identified. MSX infections were light for these families,
but Dermo infections were heavy; as such, it is likely that these are disease-resistance
QTL for Dermo. A majority of these QTL were identified in a cross between a wild
individual and a selected male from the Rutgers NEH stock. In contrast, only two
QTL were identified in a cross between parents both from the NEH stock, suggesting
that most disease-resistant QTL are fixed in this line. This possibility is disconcerting
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given that the NEH � NEH family experienced 53% mortality. Lab-based challenges
would be ideal, as well as the genotyping of all individuals prior to field exposure and
monitoring of individual mortality.

Cytological Maps

Aquaculture bivalve species generally have low chromosome numbers, with Mytilus
species having 14 pairs of chromosomes (Thiriot-Quiéveux and Ayraud 1982, Moynihan
and Mahon 1983) and cupped oysters having 10 pairs of metacentric or sub-
metacentric chromosomes (Ahmed and Sparks 1967, Longwell et al. 1967, Leitão
et al. 1999). In C. gigas there are 1.0–1.3 chiasmata per chromosome, implying a
genetic map length of 500–650 cM (X Guo, personal communication). Chromosomal
banding and FISH techniques with P1 clones, ribosomal RNA (rRNA) genes
and repetitive sequences have recently been applied to chromosome identification
and mapping (Wang et al. 2001). A repeat that accounts for 1–4% of the genome has
been isolated and mapped to centromeric regions of several chromosomes in the
Pacific oyster (Clabby et al. 1996, Wang et al. 2001). Major rRNA genes have been
mapped to 10q in the Pacific oyster and 2p in the eastern oyster (Xu et al. 2001, Wang
and Guo 2004).

Physical Maps

Bacterial artificial chromosome (BAC) libraries have been constructed by the Clemson
University Genomics Institute and are publicly available. These are deep coverage
libraries (12� and 10� coverage for the Pacific and eastern oysters, respectively), with
average insert sizes of 134 kilobase (kb) and 150 kb, respectively. The libraries were
constructed from sperm cells, which, in the case of C. gigas, were taken from two F1
hybrid males (Cunningham et al. 2006b).

Assays of gene copy number for C. gigas suggest the possibility of gene duplication
in this species (Cunningham et al. 2006b). Estimates of gene copy number for C.
virginica indicate one to two copies in the BAC library. In contrast, copy numbers of
four to five were estimated for two genes in the C. gigas library. Whether the high
estimates for copy number are a sampling artifact or truly represent duplications is of
great interest, because gene duplications can complicate genomic efforts.

With these resources in hand, the oyster community is poised to generate a physi-
cal map. Efforts are under way to secure funding for BAC fingerprinting and the gen-
eration of a physical map. In addition, a large number of ESTs that will be sequenced
by the Department of Energy’s Joint Genome Institute (JGI) (see EST libraries
below) will be from the same inbred lines crossed to make the hybrid males whose
DNA was represented in the BAC library. These lines have also been the subject of
extensive genetic mapping work. JGI is also sequencing approximately 60 clones from
these BAC libraries, which hybridized to probes for eight selected genes (Cunningham
et al. 2006a). The BAC sequencing effort will also quantify single nucleotide and gap
nucleotide polymorphism, which could interfere with assembly of whole genome
shotgun sequences.

534 Dealing with the Daunting Genomes of Aquaculture Species



Expressed Sequence Libraries: Gene and SNP Discovery

Cloning and sequencing of ESTs are in progress, with the ultimate goal being gene
discovery. Two large-scale projects are being performed by the JGI. The larger of
these is the agreement by the JGI to sequence 150,000 complementary DNAs
(cDNA) from several C. gigas libraries. This sequencing effort will produce a wealth
of data, including SNPs for at least a couple of inbred lines. One technical issue
regarding the construction of the library is the presence of mitochondrial transcripts.
Transcriptomic analysis (see below) revealed that the mitochondrial, large ribosomal
subunit accounts for 25% of transcripts in 6-day larvae, although this may change with
life stage (Anisimov 2005). Removing these transcripts prior to library construction is
important for reducing the redundancy of the library. The smaller-scale effort is the
sequencing of 25,000 clones from Mytilus cDNA libraries. This is directed at identify-
ing genes important in thermal tolerance.

On a smaller scale, pilot EST collection programs for the Pacific and eastern oys-
ters using hemocyte and embryo cDNA libraries from C. virginica and a hemocyte
cDNA library from C. gigas have been completed (Jenny et al. 2002, Gueguen et al.
2003, Tanguy et al. 2004). Although EST collections are small, the gene discovery rate
is excellent for genes important in stress and immune challenge function. In addition
to the traditional oyster EST collections described, a library of 4.6 million Pacific
oyster ESTs is available from the Massively Parallel Signature Sequence (MPSS)
comparative transcriptomic analysis described below. A subset of these ESTs has
been sequenced to identify candidate loci for heterosis (Meyer 2006).

Several labs are also working to identify SNPs in a subset of previously sequenced
loci. In particular, SNP discovery is being done for a subset of loci in both the Pacific
and eastern oysters for the purpose of comparative mapping, which has thus far been
limited by poor cross-amplification of microsatellite loci (see the Challenges as a
Result of High Rate of Polymorphism section). An additional effort is taking place in
the Pacific oyster to identify SNPs for candidate loci identified in the transcriptomic
analysis of hybrid vigor (see below). SNP frequencies are relatively high (1 every 50
base pairs [bp]), and gap nucleotide frequencies are very high (1 every 33 bp) (Curole
and Hedgecock 2005).

Transcriptomics

Transcriptome analyses have rapidly grown in recent years, and expression analyses of
bivalves have been propelled by this explosion in growth. The early genetic and physi-
ological work on hybrid vigor in the Pacific oyster attracted collaboration with Lynx
Therapeutics, Inc. (now Solexa), which provided MPSS profiles of gene expression in
inbred and hybrid larval oysters. These profiles quantify genomic expression with great
depth, to the equivalent of a few messenger RNA (mRNA) molecules per cell, for all
expressed genes simultaneously (Jongeneel et al. 2003). Expression analysis by MPSS
produced 4.6 million 17-bp sequences, comprising 23,275 unique signatures whose
expression is greater than 3 transcripts per million. Expression less than this level is not
significantly different from zero (Hedgecock et al. 2006b). Statistical contrasts among
genotypes of MPSS expression data identified approximatley 350 candidate heterosis

Bivalve Genomics: Complications, Challenges, and Future Perspectives 535



genes for further genetic or functional analysis. Observed patterns of gene expression
are more complex than predicted from the classical dominance and overdominance
explanations of heterosis (Gowen 1952, Crow 1998), in that hybrids show dominance
for low expression and even underexpression. These expression patterns are consis-
tent, on the other hand, with the metabolic efficiency hypothesis for growth heterosis
(e.g., reduced rates of protein turnover in hybrid compared to inbred oysters)
(Hawkins et al. 1986, Hedgecock et al. 1996, Meyer 2006). These results are similar to
work in maize, which has identified over- and underdominant expression in hybrids
relative to inbreds (Swanson-Wagner et al. 2006).

In addition to the MPSS work, the Oyster Microarray Consortium has constructed
a microarray with C. gigas and C. virginica ESTs (Jenny et al. 2006). The microarray
includes duplicate spots for 4,460 C. virginica clones and 2,320 C. gigas clones, as well
as 188 various control ESTs, with two arrays per slide (for 27,496 features per slide).
Approximately 70% of the sequences show no significant match to the Gene Ontol-
ogy database; of the remaining 30%, approximately 70% are annotated as biological
processes, 7% as molecular function, and approximately 20% as cellular component
for the two Crassostrea species (Jenny et al. 2006). The availability of a standard-
ized microarray platform should significantly advance transcriptomic work. Disease-
resistance efforts will likely receive a large boost, as many of the clones are derived
from libraries made with disease-challenged animals. One note of caution is neces-
sary; although microarrays have the ability to generate large amounts of data rela-
tively easily, their use for bivalves must be evaluated carefully. The high levels of
DNA polymorphism, in particular indels, may lead to biases in hybridization signal.
Tempering this caution is the observation that indels are less frequent in coding
regions (Curole unpublished data).

Linking Candidate Genes to QTL

Several factors have motivated the identification of SNPs in coding loci and their use
in genetic mapping. High levels of marker polymorphism are ideal for intraspecific
work because of a greater number of segregating loci, but the breakdown in interspe-
cific cross-amplification of highly polymorphic loci has hindered comparative
genomic efforts. The importance of comparative genomic approaches has been exem-
plified by the success of the vertebrate community, where syntenic maps facilitate the
identification of QTL candidate genes for nonmodel organisms. With just a few cod-
ing loci mapped, one can quickly compare model and nonmodel organisms, identify
the region of synteny, and then scan for possible candidate genes. Lastly, the identifi-
cation of candidate genes for several phenotypes of interest has motivated an effort to
genetically map these loci to test candidacy.

Efforts are under way to map factors responsible for growth in the Pacific oyster
and disease in the eastern oyster (see the QTL Mapping of Performance Traits section
above). In addition to mapping microsatellite loci to localize QTL, the goal of one
SNP discovery effort is testing the candidates for linkage to QTL. Approximately half
of the candidates for hybrid vigor that have been sequenced have SNPs segregating
between the two lines crossed to generate the F2 mapping family, despite the rela-
tively short sequences (generally 300 bp). Thus, with short sequences one can expect
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that half of the loci will have SNPs segregating in any particular family. Seven candi-
dates have been genotyped in the F2 population, two of which show linkage to QTL
for growth (Curole and Hedgecock 2006). Using these preliminary data, approxi-
mately 100 (28%) of the MPSS candidates will require additional evaluation as pos-
sible genetic contributors to the heterosis phenotype.

Tools for the Future

Advances in the genomics field are occurring so rapidly that it is likely any specifics
given in this section will be out of date by the time it is published (or shortly there-
after). With this in mind, we focus our discussion on principles that are likely not to be
out of date. Primary among these is the development of SNPs, because these repre-
sent the most fundamental level of genetic polymorphism in an organism. (See Chap-
ter 6.) SNP discovery is set to take a large step forward with the extensive EST
sequencing that is ongoing for the Pacific oyster, and the smaller-scale efforts for the
American oyster and the California mussel (Mytilus californianus) will help to round
out the Pacific oyster work. Of interest are exonic SNPs and, in particular, SNPs
located in protein-coding regions of genes. There is hope that these SNPs will prove
more stable and show a much lower frequency of null alleles.

Sequencing technologies are rapidly advancing, and at some point, genome
sequencing will likely require small-scale efforts as opposed to the large-scale
sequencing efforts currently required. (Also see Chapters 25 and 26.) Such a change
in efficiency would clearly open up vast opportunities in bivalve aquaculture and
restoration. What is currently a slow process of moving from candidate EST, to gene
identification, SNP discovery, and finally genetic mapping, would move much more
rapidly. In addition, comparative genomics efforts would be significantly bolstered by
inexpensive genome sequencing of candidate species.

Multiple genome sequences would facilitate SNP discovery, enabling high-density
genetic maps so that QTL could be narrowed to much smaller candidate regions as
opposed to the current tens-of-centiMorgans. This would also require high through-
put SNP genotyping, but platforms are currently available. As with most other molec-
ular techniques, development will be driven by model species and then, with time, will
trickle down to nonmodel species; systems that are well developed, such as the oyster,
will be in an excellent position to capitalize on these techniques.

Probably the greatest challenge facing genomics in nonmodel organisms is bio-
informatics (see Chapter 27). The ability to produce large amounts of data requires
the development of tools to organize and analyze this data. Again, tools developed for
model organisms will have to be adapted to these nonmodel species. In contrast
to molecular tools, adapting bioinformatic tools should be relatively inexpensive
because they only require adequate computing power.

Understanding the System

The primary goal of genomic work, and in particular genomic work in oysters, is
focused on understanding the genetic, biochemical, and physiological system that
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produces a particular phenotype. In the case of the Pacific oyster, there is great inter-
est in understanding the hybrid vigor phenotype to capture this potential for aqua-
culture. Disease resistance is of interest for the American oyster, with the ultimate
goal being the reestablishment of a healthy oyster fishery, particularly in the Chesa-
peake Bay.

Transcriptomic studies offer the potential to identify the genes contributing to
these phenotypes, but with one particular caveat. If these phenotypes are the result of
a complex set of genic interactions or pathways, as they likely are, transcriptomics will
produce candidates that may be important in development of the phenotype (proxi-
mate causal factors), but are not necessarily the segregating genetic variation leading
to the phenotype (the ultimate causal factor). Recent developments, in particular the
approach of mapping expression as a quantitative trait, offer a potential bridge
between these proximate and ultimate factors. See Gibson and Weir (2005) for a
review.

Predicting the Future: Biomarkers

The ultimate goal of much of the oyster genomics work is predictive. The large num-
ber of lines and potential hybrid crosses make it impractical to grow and to harvest all
possible pairwise hybrid combinations. Ideally, identifying the specific pairwise cross,
or crosses, that will produce the greatest yield would be done early in the larval life
stage (e.g., at day 2 or 3 when feeding begins). Early prediction of yield would allow a
hatchery to separate from the hundreds of possible crosses (Hedgecock 2005), the
handful that will produce the greatest growth, and to focus its efforts on these crosses,
significantly increasing the efficiency of oyster production and moving one step closer
to fulfilling Brook’s desire to increase the supply indefinitely.
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Figure 6.5.  A schematic presentation of the invader assay of SNPs.

Figure 10.1. A phase map of linkage group 10 from the female genetic map 
in rainbow trout obtained from one of the mapping panels used by Danzmann 
et al. (2005). 
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Figure 17.2.  Fluorescence in situ hybridization with various probes in the 
eastern oyster. A, the vertebrate telomeric sequence; B, a centromeric ele-
ment; C, a small interspersed repetitive element; D, the major rRNA genes 
(18S-5.8S-28S); E, the 5S rRNA gene; F, a P1 clone; and G, a preliminary 
cytogenetic map.

Figure 17.1. Schematic presentation of basic steps in fluorescence in situ 
hybridization.
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Figure 18.1.  A schematic representing a fusion event between a donor cell line 
and a recipient cell line in the formation of a Somatic Cell Hybrid panel. 
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Figure 18.2.  A schematic representing irradiation of donor cells and fusion to 
recipient cells to form a radiation hybrid cell panel.  Donor cell fragments are 
retained in the hybrid cell lines as translocations, insertions, or partial chromo-
somes retaining replication machinery. 

Figure 22.1. Steps involved in cDNA target synthesis and microarray hybridiza-
tions using Genisphere (Hatfield, PA) Expression Array Detection Kits.  B. An 
example of a dual color nucleic acid microarray hybridization using Genisphere 
3DNA reagents and methods.  Genisphere figures are used with permission.



Figure 22.2.  Design for a microarray experiment directly comparing global gene 
expression in two salmonid developmental stages.  Arrows symbolize microar-
rays, with arrow bases showing Cy3-labeled samples and arrow heads showing 
Cy5-labeled samples. 

Figure 22.4. Examples of methods for analyzing microarray data.



Figure 22.5.  Amplification plots and chart showing developmental expres-
sion profile of a microarray-identified gene of interest (hatching enzyme) nor-
malized to HSC71.

Figure 24.3. Gene duplication and loss. A gene is shown with two transcrip-
tional elements.



Figure 24.9. Transposon-mediated gene delivery in fish. Injection of Sleeping 
Beauty transposon vectors into a 1-cell fish embryo allows transposition of the 
transgene in a transposon from the plasmid into to a chromosome. The transpo-
son (red inverted arrows with a promoter-gene inside, is carried on a plasmid. 
The transposase mRNA is co-injected and expresses the transposase enzyme 
that cuts the transposon out of the plasmid and integrates it into a chromosome. 
This leads to long-term expression of the reporter gene, which may interrupt and 
mutate a gene. Unintegrated plasmids generally express the transgene for only 
a short period of time. Expression of the transgene is mosaic in Fo animals but 
they pass on expression of the integrated gene in their offspring. 

Figure 24.12. Production of RNAi to inhibit mRNA expression. Double-stranded 
RNA (dsRNA) from some source, top line, is recognized by the Dicer enzyme and 
cleaved into shorter, dsRNA segments of 21-23 bp with protruding 3’-ends. The 
strands of the short dsRNA then can denature and reanneal to a complementary 
sequence on an mRNA (red lines), which upon recognition by RISC will lead to 
mRNA degradation.



Figure 24.16. Mechanism of action of PMOs and an example of a PMO directed 
against VEGF in zebrafish. The top row of figures shows normal 48-hr zebrafish 
embryos with normal vascular that is highlighted by the green fluorescence in the 
blood vessels (right side). The heart is tucked under the head and the blood is dis-
tributed throughout the embryo in the vasculature. The bottom row of figures shows 
48-hr VEGF Morphant embryos with a grossly enlarged heart and pooled blood 
(pinkish pool in the left image). The vasculature is not developed. The embryo is 
alive and can be subjected to further studies.

Figure 25.4. Schematic presentation of the principles of pyrosequencing.



Figure 27.7. Hierarchical clustering of microarray data. Rows are genes. 
Columns are RNA samples at different time points. Values are the signals 
(expression levels), which are represented by the color spectrum. Green 
represents down-regulation while red represents up-regulation. The color 
bars beside the dendrogram show the clusters of genes which exhibit 
similar expression profiles (patterns). The bars are labeled with letters and 
description of possible biological processes involving the genes in the 
clusters. (Reprinted from Eisen et al., 1998).
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